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Abstract

Cognitive Radio (CR) and Software Defined Radio (SDR), which have been mere
proposals to solve the occupation of mobile services with limited resources more than
two decades ago, are now enabled by technologies such as semiconductors, micro-
electromechanical systems (MEMS) and ferroelectric Barium-Strontium-Titanate
(BST) films offering full reconfigurability with a continuous frequency range of
operation.

In this book, the hardware design and implementation is investigated and dis-
cussed to achieve smart air interfaces with a reduced number of Radio Frequency
(RF) transmitter and receiver chains, or even with a single reconfigurable
RF-Frontend in the user terminal. Various hardware challenges are identified and
addressed to enable the implementation of autonomous reconfigurable RF-Frontend
architectures. Such challenges are: (i) the conception of a transceiver with wide
tuning range of at least up to 6 GHz, (ii) the system integration of reconfigurable
technologies targeting current compact devices that demand voltages up to 100 V
for adaptive controlling and (iii) the realization of a multiband and multistandard
antenna module employing agile components to provide flexible frequency
coverage.

A solid design of a reconfigurable frontend is proposed from the RF part to the
digital baseband. Criteria such as Bit Error Rate (BER) and Error Vector Magnitude
(EVM) are taken into account to better exploit the available frequency spectrum
compared to conventional techniques. Minimization of the frequency dependence
for agile RF components at a defined carrier frequency and signal bandwidth is
demonstrated considering a tunable impedance matching network based on ferro-
electric varactors. Therefore, system simulation of tunable components is performed
in terms of BER and EVM for QPSK, 16-QAM and 64-QAM schemes. BER and
EVM results evaluating signal bandwidths of 20 and 40 MHz are compared with
current and future mobile standards exhibiting a difference of up to 4 dB in the SNR
while applying tuning voltages between 0 and 90 V.

The system integration of different components in the reconfigurable
RF-Frontend of a portable-oriented device architecture is demonstrated. Thus, to
enable adaptive control of a dualband dielectric resonator antenna (DRA) via

xiii
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tunable matching network, the principle of a detector module is shown. Fabricated
detector modules operate from 1.4 to 1.6 GHz and from 1.7 to 2.0 GHz. The lower
band of the dualband antenna module around 1.9 GHz (LTE) is independently
tuned from the upper band at 5.1 GHz (WLAN). Adaptive matching of the lower
band is carried out by a detector module in combination with a tunable matching
network, CMOS integrated circuits and FPGA. The achieved 3 dB fractional
bandwidth is at least 10.5 %. With the demonstrated concept it is possible to
mitigate the effects of environmental impact and frequency dependence.

xiv Abstract
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Chapter 1
Introduction

A new era of RF (Radio Frequency) devices is being expected due to the great
advancements in the investigation, design and implementation of communication
systems. Particularly, with the advent of the Internet of Things (IoT) and Cooperative
Sensor Networks (CSN) to enable smart cities, an ever-increasing amount of data
along the frequency spectrum in mobile communications asks for novel solutions
to satisfy the exchange of traffic in a dynamic fashion. Yet, current state-of-the-
art technologies and devices require a reasonable maturing time to fulfill current
and forthcoming communication standards. As a consequence, the study of diverse
technologies, not only to develop agile microwave components with reconfigurable
characteristics, but also to bring out the proper frequency tuning, requires a major
analysis from different fields.

Agile components can be employed for transmission and reception of information
in different frequency bands, and thus, to enable multiband and multistandard service.
These agile components, combined with Software Defined Radio (SDR) and Cog-
nitive Radio (CR) based platforms, could then offer a promising solution to achieve
service convergence in a single device, as well as multifunctionality regarding the
frequency of operation.

A reconfigurable architecture is shown in Fig. 1.1. The transmission and reception
of signals is performed across a continuous and wide tuning operation of frequen-
cies based on integrated circuits and tunable components. The RF-signal processor
together with diverse mixers cover a wide spectrum, while the tunable components
are employed to control and to optimize the narrowband signal across a continu-
ous tuning range. Furthermore, a remarkable optimization in the amount of parallel
chains can be achieved by using tunable or voltage controllable components. This
allows to adapt the same hardware into another service or to adapt any mismatch of
the antenna impedance under changing conditions. Thus, the device can be reconfig-
ured to improve its performance and total efficiency by analyzing analog measures,
e.g. antenna matching and power consumption, and digital measures, e.g. Bit Error
Rate (BER) and Error Vector Magnitude (EVM).

© Springer International Publishing Switzerland 2016
E. Gonzalez Rodriguez, Reconfigurable Transceiver Architecture for Multiband
RF-Frontends, Smart Sensors, Measurement and Instrumentation 17,
DOI 10.1007/978-3-319-24581-2_1
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Fig. 1.1 Block diagram of wide tuning multiband and multistandard reconfigurable transceiver
with a frontend based on tunable components such as tunable matching networks for antennas and
power amplifiers. The frontend is complemented by an RF-signal processor, mixers, algorithms unit
for baseband processing and an adaptive control unit to communicate the overall platform

As shown in the prototype platform of Fig. 1.1, the elements of the agile radio can
be divided into different cores for the transmitter (Tx) and receiver (Rx) paths: wide
frequency range transceiver with tunable RF-Frontend (red area), baseband signal
processing and a control unit to communicate with the overall platform (green area).
For instance, to perform reconfiguration in terms of frequency, signal bandwidth,
modulation scheme and to adaptively control tunable components, such as matching
networks (yellow/blue area).

On the transmitter side, different customized mobile standards can be set-up in
an adaptive way, e.g. in terms of RF bandwidth and frequency of operation. The
main idea is that, after the IQ signals are set-up down in baseband for transmission,
they are translated via D/A converters into analog signals. In this way, IQ signals
are then amplified and mixed to the desired RF center frequency. Thereafter, the
control unit, along with the DC supply voltage, either by look-up tables or adaptive
algorithms, selects appropriate bias voltages for the matching networks to carry out
an accurate frontend reconfiguration on the amplifier or on the antenna side. This
can be performed either for a required power level, defined operation frequency and
channel bandwidth.

On the receiver side at the antenna input port, the RF signal is monitored by
matching circuit modules, and properly adapted as in the transmitter case in terms
of power, frequency and bandwidth. Afterwards, the signal is mixed to be directly
downconverted by the signal processor. The resulting IQ signal is then digitalized
via A/D converter and processed in the baseband.
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1 Introduction 3

Technologies for RF-Components in Reconfigurable Architectures

Implementation of radios entail several aspects to take into account. Performance
of these analog and digital measures greatly depend on the type of components’
technology or material and their linear behavior at the desired frequency of operation.
Moreover, control and integration of components into the overall system represent a
critical aspect while the technology is launched onto the market to reach appropriate
metrics established by a set of standards and requirements.

New approaches along with functional materials and technologies enable tunable
RF devices acting as an important basis for the development of reconfigurable fron-
tends. In the last decade, several competent technologies targeting mobile applica-
tions have increased the research effort. Beyond the well-established semiconductor
technologies for reconfigurable devices, newly developed technologies have shown
specific advantages in their performance and availability. For example, microelectro-
mechanical systems (MEMS), and functional materials such as ferroelectric Barium-
Strontium-Titanate (BST) films for low microwave frequency bands ( f < 15 GHz),
and liquid crystals for high frequency bands ( f > 10 GHz) [1].

In the last years, different tunable microwave components being integrated in a
reconfigurable RF-Frontend have been realized based on the aforementioned tech-
nologies, for instance: tunable filters [2–4], power dividers, hybrid couplers [5, 6],
matching networks for antennas and power amplifiers [7–13], phase shifters [14–18],
and multiband antennas [19–22].

According to the specific characteristics of the components, each technology
meets different requirements and specifications. While some candidates offer a good
linear performance in terms of power handling, others offer an easier processing
method for integration in diverse devices. For example, regarding the tuning speed,
while MEMS technology offers tunability in the order of microseconds, semicon-
ductor and ferroelectric reach tuning speeds in the order of nanoseconds or even
picoseconds [23, 24].

Currently, BST material for tunable RF components can be processed by using
different technologies as thin-film and thick-film. Both technologies provide some
remarkable advantages, but also disadvantages. In the case of thin-films, they are con-
sidered as a good candidate for integration into reconfigurable transceivers mainly
because they can be processed on silicon basis, and due to their low tuning voltage,
potentially below 10 V. Furthermore, a large capacitance can be achieved in small
footprint due to the efficient utilization of the high dielectric permittivity [25]. Addi-
tionally, a very precise control of the film thickness can be achieved, and therefore,
resulting in small fabrication tolerances of the capacitance. However, realization of
components based on this technology requires several vacuum steps as in semicon-
ductor technology, which yields an increment of production costs [26]. One major
drawback of BST thin-films is the excitation of acoustic resonances [27]. Although
recent investigations have demonstrated that, by applying a multilayer structure in
the fabrication of the varactor, e.g. two layers of the same thickness, excitation of the
acoustic resonance can be suppressed [25]. Thus, the series of harmonic resonances
essentially constrains the applicable frequency range to discrete narrow bands.
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In contrast to thin-films, in thick-films acoustic resonances could also be excited
but they are heavily dampened, allowing an application in a continuous wide fre-
quency range without abrupt performance deterioration. On the technical side, such
technology enables the realization of distributed components, i.e. they do not require
any packaging and soldering as in common surface mounted device (SMD) technol-
ogy [28]. On the economic side, they are suitable for inclusion in future radios since
the production volume of components based on this kind of technology are bene-
fited from scalable printing technology [29]. Among the disadvantages, realization
of large capacitances is harder compared to those in current parallel plate topology.
Moreover, a major drawback of this kind of technology is that it requires a high
tuning voltage because of the relative large gap width between the electrodes. This
in turn means, that for most portable devices and mobile applications using tunable
components based on this technology, relatively high control voltages in the order
of 60–100 V are required. Therefore, compactness can still be a challenge to solve
while DC voltage generation is necessary to operate these agile devices.

Throughout this work, special attention is given in ferroelectric thick-film technol-
ogy. Thus, by analyzing its performance at a component system level, and developing
a demonstrator, its potential of usability is shown in scenarios oriented for mobile
architectures. For example, by employing tunable matching networks based on fer-
roelectric varactors to perform an adaptive antenna matching.

Based on the goal to achieve a multiband and multistandard RF-Frontend with a
reduced amount of RF chains, a detailed analysis is given throughout different proofs
of concepts: to cover all the required frequency spectrum, to ensure or to improve the
quality of the narrowband signal employing tunable microwave components, and to
adaptively control tunable microwave components used in reconfigurable architec-
tures. It means, smart interfaces and flexible strategies are utilized, such as Cognitive
Radio and Software Defined Radio, as well as novel hardware implementations.

Outline

In this work, a study on reconfigurable transceiver architectures is given considering
different areas as shown in the diagram of Fig. 1.2. In this chapter, tunable microwave
components that enable reconfigurable architectures have been discussed based on
different technologies (yellow area). In Chap. 2, the fundamentals and the motiva-
tion to enable reconfigurable architectures are reviewed considering current wireless
multiband transceivers and required tuning range (red area). An implementation of a
wide tuning range reconfigurable transceiver architecture is shown in Chap. 3. This
architecture is demonstrated on commercial integrated circuits such as an RF-signal
processor and mixer modules. Hence, by employing such components with a wide
tuning characteristic, the extended frequency range gives the possibility to sustain
wireless communication with up to 7 GHz for transmission and 6 GHz for reception
(red area).

http://dx.doi.org/10.1007/978-3-319-24581-2_2
http://dx.doi.org/10.1007/978-3-319-24581-2_3


www.manaraa.com

1 Introduction 5

Fig. 1.2 Overview of study areas for the realization of a reconfigurable transceiver architecture
towards multiband and multistandard functionality proposed in this work

In Chap. 4, a voltage tunable impedance matching network (TMN) is employed
based on ferroelectric varactors. Here, a proposed analysis in terms of scattering
parameters and group delay variations shows the Bit Error Rate and Error Vec-
tor Magnitude performances during tuning. This analysis confirms that, despite an
inherent frequency dependence in the phase response of the matching network due
to the tunability of the material, ferroelectric varactors stand as a good candidate for
inclusion in reconfigurable architectures (blue area).

Chapter 5 extends the practical application of a TMN within a reconfigurable
dualband antenna module. This implementation is extended by exploiting a dielec-

http://dx.doi.org/10.1007/978-3-319-24581-2_4
http://dx.doi.org/10.1007/978-3-319-24581-2_5
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tric resonator antenna together with high-voltage integrated circuits (IC). Such ICs
are a charge pump and digital-to-analog converter to provide adaptive control of the
TMN module. Based on a proposed detector module to monitor the environmen-
tal impact and frequency response of the antenna, the overall architecture enables
antenna matching self-reconfiguration or spectrum sensing (green area).

Finally in Chap. 6, a summary and outlook of the complete work is given according
to current and future trends in wireless communications.
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Chapter 2
Fundamentals

Reconfigurability, a concept of utmost importance in communication systems has
been foreseen over two decades ago [1, 2]. Reconfiguration of a radio to achieve
higher hardware performance is turning to be not only a requirement, but also a
necessity in current radio architectures for services and portable devices in the fre-
quency spectrum below 6GHz. Advances in software and hardware development
have been targeting this idea, and thus, leading to an evolution for modern radio
architectures relaying in key concepts, such as Software Defined Radio and Cogni-
tive Radio.

Ideally, a Software Defined Radio has the ability to accommodate an RF-band
across a spectrum determined by the user or the platform itself, i.e. to perform a
transition and/or coexistence of frequencies considering different air interfaces [3, 4].
Moreover, by accompanying the radio with the use of Cognitive Radio techniques,1

a certain level of recognition is provided based on the observation or sensing of the
environment [5]. That means, a reconfiguration of the communication platform to
exploit the available resources is performed.

The amount of circuitry present in a device is continuously optimized and reduced.
For instance, according to the road map in semiconductor technology, Moore’s Law
for integrated circuits in nanometer ranges [6] and carbon nanotubes [7, 8] are con-
sidered as an alternative to silicon technology in future microelectronics. Thus, an
ambitious revolution is proposed for communication standards and protocols. Never-
theless, these standards and protocols are barely in process to be fulfilled by current
devices in mobile systems. For example, IMT-Advanced for 4G [9], and the not yet
standardized 5G [10]. As a consequence, these upcoming communications require
hardware architectures that are still limited by the complexity and high energy con-
sumption that a multiband and multistandard device represents.

1For example, programming of baseband algorithms that reconfigure the overall communication
architecture according to the capabilities of the employed hardware in the RF-Frontend.

© Springer International Publishing Switzerland 2016
E. Gonzalez Rodriguez, Reconfigurable Transceiver Architecture for Multiband
RF-Frontends, Smart Sensors, Measurement and Instrumentation 17,
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Fig. 2.1 Transmitter and receiver chains of a state-of-the-art multiband and multistandard
RF-Frontend with parallelized RF components [11]. The radio is conformed by multiple: filters,
amplifiers (PA and LNA), switch/duplexers, and antennas

To exemplify this issue, transmitter and receiver chains of a state-of-the-art multi-
band and multistandard RF-Frontend supporting 2G and 3G technology standards
are shown in Fig. 2.1. Due to the increase in the demand of services, RF components
like filters and duplexers are present in large amount of elements in the frontend of
the device. Realization is carried out by including, for almost every service, a chain
of RF components, resulting in an increment of circuitry, hardware complexity and
power consumption.

Thereby, a reduction of parallel chains is fundamental since new standards and
more services for communication constantly appear, and therefore, are required to
coexist within the same architecture. Hence, if a decrease in the employed circuitry
is realized, an improvement of the energy consumption can be obtained while the
device is enabled to offer the required multifunctionality covering diverse services.

Considering future trends in communications, reconfigurable frontends, mainly,
have to meet specifications such as:

• overall wide tuning range of the transceiver for global functionality,
• control of harmonic rejection due to extended bandwidth,
• required SNR level while allocating a defined channel,
• full-duplex operation for simultaneous transmission and reception,
• compactness of multiband antennas,
• overall low power consumption.

As a consequence of this, reconfigurability plays a key role to enhance the usage and
compatibility of a device or user equipment. Hence, this can result in a wide tuning
range of the transceiver by means of the components’ tunability.
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2.1 RF-Spectrum and Requirements for Mobile
Communications

During the last decade, the way to communicate with a mobile device has dramat-
ically evolved. The trend is that a mobile phone will perform many more tasks
than just a telephone call, e.g. wireless network access considering diverse scenarios
(PAN, LAN, MAN, WAN), access to global navigation systems (GNSS), mobile-
TV (DVB-NGH), contactless payment and identification using Radio Frequency
Identification (RFID). For this reason, the notable augment in hardware to provide
signal diversity and global roaming functionality, e.g. MIMO (Multiple Input Mul-
tiple Output) applications with multiple antenna links, demands for multiband and
multistandard operation [12]. Technologies using present and future communication
standards such as LTE, UMTS, GSM, WLAN, WiMAX, NFC, among others, are
desired to be all packed into the same architecture rather than using a different device
or RF module for each standard [13, 14]. The frequency spectrum allocation of dif-
ferent categorized services typically used in current mobile and portable devices
is shown in Fig. 2.2. The used spectrum is covered mainly up to 4GHz, and from
5 to 6GHz, while white spaces and unlicensed frequencies are located in the low
frequency range below 1GHz, around 3.2GHz, and between 4 and 5GHz.

Thus, if a device aims for global access, the communication platform requires to
increase its reconfigurability and flexibility [15]. In other words, modern devices like
smartphones or tablets still need to be improved in terms of adaptability and effi-
ciency. That means, a high quality of service to cope with identified constraints such
as battery lifetime, alltime online connectivity, dropped calls, and packet loss [16] is
required.

Fig. 2.2 Frequency spectrum allocation of current and future services for global mobile systems
and portable devices [17–25]
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2.2 Future Mobile and Cognitive Radio Applications

Dynamic and adaptable communication approaches are strongly required with the
steady growth of services and applications for portable devices. In that way, an agile
reconfiguration should take into account every layer of a typical communication
system, i.e. from the application layer to the physical layer [26]. Nevertheless, while
a clear road map for protocols and standards has been developed, at the physical
layer, the RF-Frontend of a device reaches a bottleneck. This limitation, for example,
avoids that forthcoming demands are satisfied according to the technological needs
in today’s urban areas [27].

Increasing interest towards design and implementation of smart cities and Internet
of Things (IoT) has emerged in recent years. The idea of having such a city consists
in the employment of technology and advanced systems so that daily life happens in a
more efficient and functional way. That means, the integration of physical infrastruc-
tures with the digital technologies is what significantly contributes to improve the
smartness of a city [28]. An advantage of this, is that a proper utilization of the avail-
able technology can greatly improve the interaction of users with their surrounding
environment [29, 30]. In this way, a critical demand to face involves the development
of high quality devices and the compatibility between them to achieve a smart air
interface, i.e. an interface that constantly adapts the necessities or requirements of
the user with its environment. Thus, integration of distributed sensors, networks and
portable devices like mobile phones, PDAs, and tablets, is required to develop the
convergence of the information and communication technologies into global service
devices [31].

Based on the general concept to transform conventional communication into an
adaptive and energy efficient interoperation of resources, the exchange of data by
means of Cooperative Sensor Networks represents a promising attempt to turn a
common city into a smart city. CSN are based on a group of interconnected sen-
sors that assist in communication sharing data within a certain area, e.g. to obtain
high energy savings of a wireless node [32]. Implementation of embedded system
applications connected by cooperative computing provides a flexible solution for
sensor networks [33]. For example, to enable mobile cloud computing, an emerg-
ing technology that improves the quality of mobile services shares the radio and
computing resources [34, 35]. Furthermore, such networks have the characteristic to
work dynamically in order to carry out an updated flow of information, either to the
end-user or just to another node assigned to perform a predefined task. Thereby, this
wireless coordination of sensing devices can perform tasks like monitoring, tracking,
warning and surveillance [36].

Strategically located distributed nodes, which continuously sense the environ-
ment, are required to be linked and to supply assorted categorized information to the
user. Moreover, a user device needs to fulfill demands such as high reliability, mobil-
ity and functionality to offer a cost-effective performance of services [37]. That is, the
development of smart cities require multiband and multistandard, or even band-less
and/or standard-less devices to achieve an efficient communication of the network
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Fig. 2.3 Smart city with interoperation of services and convergence of diverse applications in a
multiband and multistandard environment

elements, e.g. between the different nodes, services, and sources of information. Nev-
ertheless, as a result of utilizing different RF modules to handle different services,
a lack of a global, energy efficient, and adaptive transmission/reception of informa-
tion in a device of current architectures is present at the user side [38, 39]. This
means, that the current solution is to employ a single hardware module per service if
a service is intended to be used [40]. Hence, effective interconnection of living areas
between buildings, supermarkets, houses, offices, shopping centers, streets, cars, and
parking places, among others is becoming a significant challenge to be solved [41].
Furthermore, other factors like interference and bandwidth constraints will emerge
due to the new allocation of services or to the reuse of the frequency spectrum [42].

A smart allocation of frequencies for upcoming applications and services, while
supporting current technologies is becoming a particular major issue in today’s hard-
ware development [43]. To exemplify this scenario, in Fig. 2.3 possible services and
applications within a sensed urban area of a smart city are shown. Alltime online
mobile phones, Machine-to-Machine communication (M2M), Car-to-Car commu-
nication (C2C & C2X), and smart management of energy in urban areas are just a
few examples of on-going developing features. These features demand for the evo-
lution of existing cities, with new kind of architectures, to handle different sources
of information within the same device.

Machine-to-Machine Communications

A concept that has been maturing during the last decade is Machine-to-Machine
communication (M2M) [44, 45]. This essential part of a smart city has the task
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to communicate wired or wireless devices which belong to a determined system,
or commonly also known as cloud. At another size level compared to a smart city
but in a similar fashion, M2M aims to share, improve and monitor, among other
characteristics, defined tasks either by the user or by awhole community. For instance,
to enable this type of technology using cellular infrastructures, the Third Generation
Partnership Project (3GPP) provides machine-type communication when it is used
over LTE technology. One characteristic is that a cognitive M2M communication
is expected to provide a good approach for dealing with excessive traffic in the
network [46].

Here, the management of diverse devices utilizing a variety of mobile technolo-
gies, i.e. protocols and standards, represents the use of different kind of devices to
realize a defined task. Consequently, the most promising solution is the employment
of reconfigurable architectures that are able to handle multifunctionality. For exam-
ple, by using the minimum amount of hardware to provide a maximum number of
services.

Car-to-Car Communications

In a more specific area called Intelligent Transport Systems (ITS), a wireless concept
known as Car-to-Car (C2C) communication is arising [47, 48]. It aims at easing road
travelling as well as increasing road safety and traffic efficiency. Novelty in the net-
work layer for the exchange of information is established together with the operation
at 5.9GHz defined in the physical layer. Therefore, to provide proper functionality at
this frequency band in terms of RF hardware, an increment in the number of architec-
ture elements is expected according to current approaches. Specifically, in the case of
components such as antenna, filter, amplifier, and matching network, to enable this
mobile technology. This means, that when this technology is adapted into a vehi-
cle, compatibility with other technologies have to be improved in a cost-effective
way [49], e.g. to avoid possible sources of interference, and to keep compactness in
the RF-Frontend of the portable device.

On top of the described novelty in the concepts of previous examples, M2M and
C2C, there is one common denominator which can be translated as an unavoidable
increase of hardware. That is, on the one hand, the present solution is to develop
a single device for each service to make use of each of these latest features, or to
include multiple hardware modules into the current architecture. On the other hand,
however, a reconfigurable architecture can overcome the increase of RFmodules and
hardware complexity.

Wireless Multiband Transceivers

Different approaches to face the challenge of an efficient spectrummanagement from
the hardware point of view are emerging, e.g. at the antenna side of a reconfigurable
RF-Frontend [50, 51], or in recent years by implementing fully integrated CMOS
based transceivers for SDR applications [52].

A summary of currentmultibandRF chip transceivers is shown in Table2.1. These
RF-signal processors are used in deployments compliant with standards and tech-
nologies employed in nowadays mobile communication systems. Furthermore, this
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Table 2.1 Performance of different commercial ICs RF transceivers

LMS6002D LMS7002D AD9361

Communication mode SISO MIMO (2 × 2) MIMO (2 × 2)

RF frequency range 0.3 ∼ 3.8GHz 0.05 ∼ 3.8GHz 0.07 ∼ 6GHz

Baseband BW 0.7 . . . 14MHz 0.1 . . . 54MHz 0.2 . . . 56MHz

Supply voltage 1.8V 1.8V 1.3V

Transmitter

Maximum output power <+6 dBm <+19 dBm <+9.5 dBm

Gain control 56 dB 70 dB 90 dB

Gain control step 1 dB 1 dB 0.25 dB

D/A converter 12 bits 12 bits 10 bits

LO leakage <−50 dBc <−50 dBc <−50 dBc

DC current 280mA <200mA (2Tx) <820mA (2Tx)

@+6 dBm @−7 dBm @+7 dBm

Receiver

Gain control <61 dB <70 dB <75 dB

Gain control step 3 dB 1 dB 1 dB

Noise figure <10 dB <3.6 dB <3.8 dB

IIP3 −1 dBm 3 dBm >−18 dBm

A/D converter 12 bits 12 bits 12 bits

DC current 220mA 280mA (2Rx) <445mA (2Rx)

This comparison takes different general parameters into account for the signal processors, consid-
ering their transmitter and receiver characteristics [53, 54]

kind of transceivers can make use of its flexibility so that additional implementations
of reconfigurable transceivers based on CR and SDR techniques can be enabled.
Three different signal processors are compared: LMS6002D and LMS7002D from
Lime Microsystems [53], and AD9361 [54] from Analog Devices. While the first
chip transceiver supports only SISO (Single Input Single Output) communication,
the last two ICs are MIMO enabled.

At the time of realization of this work, only the RF-signal processor LMS6002D
was commercially available, and therefore, it was taken into account for the devel-
opment of hardware demonstrations. However, these demonstrations are fully com-
patible with the current version of the IC LMS7002D.

To summarize this section it should be mentioned that different approaches, such
as the combination of SDR and CR techniques, and technologies can enable agile
radios depending on the necessities and constraints of the design itself. For example,
frequency of operation, required tunability and power handling. Furthermore, special
attention to integrate the RF-Frontend in the transceiver should be given based on
the hardware control of all RF components to optimize the narrowband signal at the
desired frequency. In this way, the best performance in the overall architecture can be
guaranteed. That is, the combination of wide tuning reconfigurable transceivers, as
well as state-of-the-art material technologies that enable microwave components and
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integrated circuits, represent an attractive solution to cover the complete spectrum
where allocated mobile services, current and future portable applications form part
of the ever-increasing smart interfaces.
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Chapter 3
Reconfigurable Transceiver Architecture
with Wide Tuning Range

As shown in the previous chapter, the innovation in hardware interfaces that enables
interconnection between different nodes, plays an important role in future develop-
ments to provide communication in the most efficient way [1]. Depending on the
adaptability of the node, a complete network reflects how functional and effective
it can behave. In this case, a node is namely a user terminal or any object capable
of receiving and transmitting information to handle diverse sources of information.
Thus, such adaptability bears in mind the frequency of operation, energy consump-
tion, data rate, and connectivity between the nodes. Hence, resulting in a so called
ubiquitous city, a smart city where every urban system and resource makes its data
available for monitoring, analysis, and control [2].

3.1 Concept and Tuning Range

To overcome aforementioned requirements, the objective is to conceive a commu-
nication platform able to cover the spectrum of frequencies of at least up to 6GHz,
where services are typically allocated for mobile communications. Furthermore, the
platform should handle a reduced amount of parallel RF modules to minimize the
required supplied energy. Finally, it should offer a flexible hardware reconfiguration
of the operation frequency for transmission and reception of data, as well as for
further digital signal processing. For example, tasks like sensing of the occupied
spectrum can be performed by monitoring both, the baseband and the RF part. In
this way, a spectrum management can be realized in terms of frequency allocation
and bandwidth efficiency. Therefore, in this chapter, a demonstrator is developed
to enable transmission and reception of signals with a reconfigurable architecture
including a reduced amount of RF chains.

© Springer International Publishing Switzerland 2016
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Considering the aforementioned challenges concerning the implementation of a
reconfigurable transceiver with multiband and multistandard functionality, a promis-
ing architecture is proposed, implemented, investigated and compared to current
architectures. Based on state-of-the-art components, e.g. RF-signal processor, mix-
ers, filters, amplifiers and circulator, integration of the reconfigurable frontend allows
to attain a continuous tuning range from 0.3GHz up to more than 7GHz. As a result
of the wide frequency range, typical services for portable devices, as shown in the
spectrum of Fig. 2.2, can be covered within the same architecture. Apart from the
RF-signal processor and mixing stage, the reconfigurable frontend is complemented
by an ultrawideband monopole antenna, switches, amplification stage and filters. A
circulator is used to isolate transmitted and received signals, hence, bidirectional
communication is introduced at the input port of a single antenna.

3.1.1 RF-Signal Processor and Wideband Synthesizer

To solve the requirement of transmission and reception of signals across awide tuning
range of frequencies with extended tuning range, a proposed reconfigurable trans-
ceiver architecture, considering the architecture in Fig. 1.1, is proposed in Fig. 3.1.
The prototype for technology evaluation is based on the LMS6002D processor from
the manufacturer Lime Microsystems [3] and the RFFC5071A mixer module from
the manufacturer RFMD [4]. The mixer module is employed to extend the frequency
tuning range of the Tx and Rx paths of the RF-signal processor, thus, covering more
than the minimum targeted frequency operation range of 6GHz. Thereafter, the Tx
and Rx paths are complemented by components with wideband frequency charac-
teristic.

Fig. 3.1 Reconfigurable wideband transceiver chain with extended continuous frequency range
towards multiband and multistandard functionality based on the RF-signal processor LMS6002D
and mixer module RFFC5071A

http://dx.doi.org/10.1007/978-3-319-24581-2_2
http://dx.doi.org/10.1007/978-3-319-24581-2_1
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RF-Signal Processor

The RF-signal processor LMS6002D [5] includes a continuous transmission and
reception from 0.3 to 3.8GHz with a signal bandwidth of up to 28MHz.

The integrated signal path tailored for commercial communication services as
well as for SDR and CR applications, comprises different working bands. These
bands employ LNA, power amplifier, Tx/Rx mixers and filters, gain control, and
power control, along with a digital baseband interface linked by means of 12-bit
D/A and A/D converters to monitor the IQ signals.

Reconfiguration of the RF-signal processor across the complete band in terms
of power, frequency and signal bandwidth can be enabled from a control unit via
backend software, e.g. with a serial port interface. To enable the transmission and
reception of signals, the entire path can be extended from the baseband up to the RF
part. On the baseband part, e.g. processed by an external unit such as FPGA (Field-
Programmable Gate Array), and on the RF part by including external components
such as filters, matching networks, mixers, amplifiers, a circulator, and antennas.

In Fig. 3.2, the integrated circuit LMS6002D is embedded within a board for
evaluation by including two RF ports for transmission and three ports for reception
matched at different frequency bands. Furtheremore, it contains USB port for con-
nectionwith a backend software, digital Tx/Rx 12-bit I/O, baseband board connector,
and analog IQ pins for monitoring of the Tx/Rx signals.

One of themain advantages of theRF-signal processor is that it integrates different
input/output ports for transmission and reception within the complete signal path. In
the Tx part, two bands assigned in two RF ports can be used for evaluation along its
complete bandwidth. For the Rx part, three different bands are allocated, each one
with an independent RF port.

The Tx and Rx frequency bands are configured to provide a good performance
in terms of amplitude and harmonics control as follows: (a) Band Tx1 and band
Tx2, both transmitting from 0.3 to 3.8GHz, and (b) Band Rx1 receiving from 0.3 to

Fig. 3.2 Lime board with
embedded RF-signal
processor LMS6002D
including mainly: (a) two RF
ports for Tx and three RF
ports for Rx; (b) USB
connector; (c) digital Tx/Rx
12-bit I/O; (d) baseband
board connector (from
bottom view); (e) analog IQ
pins for Tx/Rx signal
monitoring

(c) (b)

(e)

(a)

(a)

(d)
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Fig. 3.3 Evaluation board
with two mixers embedded in
the RFFC5071A integrated
circuit. The mixer module
includes mainly: (a) RFin
and RFout ports of both
mixers. (b) Matching circuits
at input/outputs of the IC for
broadband matching. (c)
USB interface for control via
backend software. (d) Power
supply with maximum 3.3V

(a)

(a)

(b)

(b)
(d)

(c)

2.8GHz, band Rx2 receiving from 1.5 to 3.8GHz and band Rx3 receiving from 0.3
to 3.0GHz.

Wideband Synthesizer with Integrated Mixers

In a similar fashion to the RF-signal processor, the wideband synthesizer with inte-
grated mixers can be enabled also via backend software, e.g. USB/SPI interface [6].
Among the most important characteristics of this module is the wide tuning fre-
quency range of the local oscillator (LO) between 85MHz and 4.2GHz. The LO
frequency can be selected at the same operation frequency for Tx and Rx, resulting
in the possibility to employ half-duplex or duplex communication in upconversion
and downconversion mode with the RF-signal processor ports. Thus, the generated
LO signal with fLO is routed to the integrated mixers used for downconversion up to
6.3GHz, and for upconversion up to a frequency range of at least 7.3GHz.

In Fig. 3.3, the integrated circuit RFFC5071A is embeddedwithin a board for eval-
uation by including two mixers, a fractional phase-locked loop (PLL) with voltage
controlled oscillator, USB connector. Thus, one mixer is used for Tx upconversion
and the other for Rx downconversion.

3.1.2 Extended Tuning Range and Transceiver Operation
Modes

A continuous transmission and reception of signals across the complete frequency
range is enabled. Thus, the LO frequency is selected according to the difference
between lower-boundary frequency and upper-boundary frequency of the RF-signal
processor. This difference is then equal to the LO frequency supplied by the mixer
module. That is, fLO = 3.5GHz for boundary frequencies 0.3GHz and 3.8GHz. In
this way, maximization of the band’s usability is ensured over a continuous tuning
range, specially where upconversion and downconversion are performed, i.e. at the
upper-bound frequency 3.8GHz of the RF-signal processor bands Tx2 and Rx1.
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In order to extend the overall tuning range, two mixers are required to enable
transmission and reception of signals at the same, i.e. bidirectional communica-
tion employing different frequency bands. Thus, mixer 1 is used for upconversion
described by

fRF,out = fRF,in + fLO = (0.3 . . . 3.8) GHz + 3.5GHz

= (3.8 . . . 7.3) GHz, (3.1)

where fRF,in is the frequency band of the outgoing signal from Tx2 band at the RF-
signal processor. The resulting fRF,out represents the frequency of the upconverted
signal at the output of the mixer module to transmit in the extended band Tx

′
2. Mixer

2 is used for downconversion set up according to

fRF,out = fRF,in − fLO = (3.8 . . . 6.3) GHz − 3.5GHz

= (0.3 . . . 2.8) GHz, (3.2)

where fRF,in is the frequency of the incoming signal at the input of themixermodule to
receive in the extended band Rx

′
1, and fRF,out is the frequency of the downconverted

signal at Rx1 band of the RF-signal processor.
The overall transceiver architecture previously shown in Fig. 3.1, can be imple-

mented by the combination of the RF-signal processor and the mixer module. As a
consequence, two different operation modes are enabled for upconversion and down-
conversion. The first, with the single operation of the RF-signal processor, and the
second, including the operation of the RF-signal processor together with the mixer
module.

Two ports of the RF-signal processor, Tx2 and Rx1, combined with the mixing
stage, are used for upconversion and downconversion, correspondingly. In the trans-
mission case with signals in the range of up to 7GHz, and in the receiver case with
signals in the frequency range of up to 6GHz. Furthermore, integrated low pass fil-
ters in both Tx and Rx paths of the RF-signal processor provide an adjacent image
rejection of more than 55 dB1 falling into the first 3MHz below or above the desired
signal.

Due to the flexibility of operation of the reconfigurable architecture, other com-
binations can be realized between the frequency bands of the RF-signal processor
and the local oscillator frequency fLO of the mixer module. Hence, resulting in mul-
tiple solutions to achieve a determined tuning range. Factors such as the operation
frequency of the components that integrate the signal path, available power in the
RF-signal processor, and conversion gain of the mixer module, are considered to
achieve the realization of the demonstrator in the following configuration.

Upconversion Mode Operation. In Fig. 3.4, the configuration of the transceiver
upconversion bands for the Tx ports are shown. The bands covered by the RF-signal
processor are shown at the top of the figure. At the bottom, the configuration can be

1Current mobile standards define different requirements such as in-band blocking (−56 dBm), out-
of-band blocking (−44 dBm) and narrowband blocking (−57 dBm) [7].
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Fig. 3.4 Upconversion: Extension of the transceiver tuning range for the transmission signal path
by frequency conversion. The frequency conversion is realized with a mixing stage of the Tx2 band
at the RF-signal processor, into Tx

′
2 band at the output of the mixer module

seen for extended frequency operation with the mixer module. In this case, the Tx2
port was selected so that, together with Tx1, the transmitter can cover a continuous
frequency range from 0.3 to 7.3GHz.

Downconversion Mode Operation. Figure3.5 shows the configuration of the
transceiver downconversion bands for the Rx ports. Extended frequency
operation with the mixer can be seen at the top of the figure. Covered bands by
the RF-signal processor are shown at the bottom. The Rx1 port was selected in such
a way that, in combination with Rx2 and Rx3, the receiver can cover a continuous
band from 0.3 to 6.3GHz.

Operation at border frequencies, e.g. 1.5, 3.0 or 3.8GHz, is ensured in both opera-
tion modes, i.e. either by Tx1 or Tx

′
2 bands, and Rx2 or Rx

′
1 bands, for transmission

and reception, correspondingly. This characteristic is attained since the transceiver

Fig. 3.5 Downconversion: Extension of the transceiver tuning range for the receiver signal path by
frequency conversion. The frequency conversion is realized with a mixing stage of the Rx

′
1 band

at the input of the mixer module, into Rx1 band at the RF-signal processor
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architecture, based on separated RF ports, provide enough isolation between the
signal paths.

Although the selected LO frequency is used to achieve a compromise between
overlapping bands and operation frequency of the LMS6002D signal processor
together with the mixer module, other configurations of the LO frequency can be
used to shift the bands of the RF-signal processor.

3.2 Characterization of RF Components

Due to the very large frequency range in which the transceiver operates, technology
evaluation of the transceiver previously shown in Fig. 3.1 requires components with
a wideband characteristic.

To establish the complete Tx/Rx signal path, RF ports of the signal proces-
sor LMS6002D are enabled for higher operation frequencies. This implementation
employs a wideband synthesizer with integratedmixer and a filtering stage at the out-
puts of the mixer for upconversion and downconversion. Furthermore, a gain block
amplifier for compensation of the conversion gain is used along with a circulator to
isolate the Tx signal from the Rx signal, and a circular monopole antenna.

3.2.1 Wideband Synthesizer with Integrated Mixers

As previously shown in Sect. 3.1, mixers for upconversion and downconversion are
used to extend the covered frequency range of the transceiver for the Tx andRx paths.
Thereafter, a filtering stage for rejection of harmonics outside the desired range is
employed, and an amplifier for compensation of the mixer conversion loss.

Since the IC RFFC5071A includes two mixers and a local oscillator, to guarantee
the duplex operation mode of the platform, the Tx and Rx paths use the same fre-
quency for upconversion and downconversion, i.e. fLO = 3.5GHz. Furthermore, the
control of both, signal processor and mixer module, can be performed by a backend
software.

A model of the input and output impedances of the mixer are shown in Fig. 3.6.
The mixer itself has a common gate input. The input is dominated by parasitic
impedances of the package and PCB stray, such as shunt capacitance of the device
gates CP1 = 0.5 pF along with the bond wire inductances of about Lw = 0.5 nH,
and the resistance Rin which is inversely proportional to the mixer current setting.
A typical value for this resistance is Rin = 85� for a current of 20mA. In a similar
way as for the inputs, the impedance at the outputs can be modeled by a resistance of
Rout = 2 k� with a shunt PCB stray capacitance of CP2 = 1 pF and the bond wires
inductances [8].

Considering the input and output impedances of the mixer, in case of the mixer
input, a balun with corresponding matching circuit is needed to transform from a
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Fig. 3.6 Equivalent circuit of the mixer with input and output impedances of the mixer board with
embedded IC RFFC5071A [4]

Table 3.1 Employed components for conversion of the balanced input and output ports to typical
unbalanced 50� system characteristic impedance in the mixer module

Balun Operation mode Frequency range (GHz)

4000BL14U100 Down conversion input 3.1–4.8

Up conversion output

RFXF8553 Down conversion output 0.5–2.5

RFXF9503 Up conversion input <3

typical 50� unbalanced source into the complex balanced impedance. In the other
case, the mixer output is designed to drive a load resistance around 200�. Hence,
a 4:1 balun is used to perform the balanced-to-unbalanced conversion together with
the impedance transformation.

An important challenge is the required matching along the frequency range of
interest at the input and output ports of the mixer module to perform proper signal
conversion. A trade-off should be found between the conversion gain, the frequency
range, and the required matching realized by external components at the input and
output ports of the mixer [8]. A variety of commercially available baluns exists,
nevertheless most of them do not cover the complete necessary frequency range to
perform the required conversion. Specifically, baluns from the manufacturer Johan-
son Technology cover from 3.4 to 4.0GHz and from 4.9 to 5.9GHz, or from 3.1 to
4.9GHz from the manufacturer TDK. State-of-the-art components were considered
in terms of the required operation range and available footprint in the RFMD mod-
ule board. Thus, the baluns shown in Table3.1 were used for implementation of the
matching circuits as presented in the equivalent circuits of Fig. 3.7.

In Fig. 3.8 the ideal conversion gain (dashed) is shown considering a perfectly
matched lossless mixer employing scattering parameters from the manufacturer for
the RFXF8553 and 4000BL14U100 baluns at the corresponding frequency range.
The ceramic balun from Johanson Technology 4000BL14U100 with a frequency
range from 3.1 to 4.8GHz was used at the RF input for downconversion (a) and RF
output for upconversion (d).

In the case of the IF output for downconversion (b), an RFXF8553 4:1 balun
from RFMD was used with a shunt inductance to give best performance at frequen-
cies around 1GHz. Although at required frequencies the balanced to unbalanced
impedance transformation is performed, the performance of the balun is abruptly
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Fig. 3.7 Matching circuits at the inputs and outputs of the mixers included in the mixer module
RFFC5071A [4]. a Down Conversion RF Input, b Down Conversion IF Output, c Up Conversion
IF Input, d Up Conversion RF Output

Fig. 3.8 Left Diagram of mixer module with the corresponding routed RF inputs and outputs
for extension of the transceiver tuning range. Right Ideal (dashed) conversion gain of baluns and
measured (solid) conversion gain of downconversion and upconversion for extension of band Rx1
and band Tx

′
2

reduced outside its frequency of operation. This abrupt behavior is caused due to
the narrowband characteristic of the inductor L = 33 nH at the output of the circuit.
Finally, the RFXF9503 1:1 balun enabling the frequency range up to 3GHz was
employed in the case of the IF input for upconversion (c).

Conversion gain measurements of the mixers for the selected local oscillator fre-
quency fLO = 3.5GHzwereperformed for upconversion anddownconversion stages
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to combine with the LMS6002D bands, i.e. Rx1 and Tx
′
2. Figure3.8 also shows the

resulting mixer conversion gain (solid) of band Tx2 after upconversion: Tx
′
2 (mixer

RF output), and of Rx
′
1 band after downconversion: Rx1 (mixer IF output) along

the required frequency range. The conversion gain was measured with power input
values from −10 to +5 dBm for the upconversion mode from 3.8 to 4.8GHz and
for the downconversion mode from 0.8 to 1.6GHz. Different input powers between
−10 dBm and+5 dBm cover these frequency ranges in effect similarly. Although the
measured conversion gain outside the considered frequency ranges decays to values
lower than−16 dB due to the narrowband characteristic of the components, compen-
sation of the decay is taken into account in the amplification stage for improvement
of the overall response.

As it can be seen, a major drawback of this mixer are the balanced ports. How-
ever, the compactness of the integrated local oscillator and the two mixers within a
single IC are key factors for purposes of this implementation. These factors result in
the employment of a minimum amount of components to cover a continuous wide
frequency band.

Although an extension of the transceiver frequency range of operation is shown,
due to the noticeable abrupt change in the conversion gain, special attention to over-
come this limitation can be given. Such limitation can be mitigated by compensating
the conversion gain through an amplification block, and by selecting baluns for the
corresponding differential inputs/outputs of the mixer. Thereafter, the required oper-
ation frequency can be optimized via adaptive matching.

Due to the fact that most of current mobile applications concentrate in the lower
part of the frequency spectrum below 3.5GHz, the mixer RF output for downconver-
sion and RF input for upconversion is less challenging to implement. On the contrary,
in the case of the RF input for downconversion and RF output for upconversion, the
number of components commercially available is limited at the frequency range
above 3.5GHz. At the time of this implementation, components covering this range
were not available due to the required wide frequency range, e.g. from 3GHz up to at
least 6GHz. However, extension of the frequency operation range of the transceiver
is proven with the proposed mixing stage principle. In this case, to improve the mixer
performance at the specified bands, the PCB layout of the mixer module should be
redesigned according to the required footprint of the balun with its corresponding
matching circuit to enable the wide frequency operation range of at least up to 6GHz.

3.2.2 Band-Pass Filter for Extended Bandwidth

To provide a reliable rejection of signals out of the desired extended frequency range
of operation, a filtering stage is added to the Tx and Rx signal path. Due to the
low commercial availability of band-pass filters for the required frequency range,
the filtering stage consists of two cascaded coaxial filters. This cascaded filters are
a low-pass filter and high-pass filter from the manufacturer Mini-Circuits [9, 10].
Measurements of the low-pass and high-pass response are shown in Fig. 3.9 (left).
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Fig. 3.9 Left Scattering parameter measurements of the high-pass filter and low-pass filter. Right
Scattering parameter measurements of the cascaded band-pass filter with cutoff frequencies at
3.7GHz and 6.4GHz

The high-pass filter exhibits a flat passband from 3.7GHz and higher than 7GHz.
The low-pass filter exhibits a flat passband below 6.4GHz. Both filters exhibit a
transmission loss better than 1 dB and a maximum input reflection of −14 dB.

Consequently, the resulting passband created by the cascaded filters lies between
3.7GHz and 6.4GHz. In Fig. 3.9 (right), scattering parameter measurements of the
cascaded coaxial filters forming a band-pass filtering are shown. The overall response
exhibits a flat transmission loss of 1.4 dB and a minimum reflection of −10 dB in
the passband. Moreover, in the phase response at the frequency range of interest of
the S21 parameter, a linear characteristic predominates.

3.2.3 Gain Amplifier

To select the amplification stage, characteristics such as covered frequency range,
maximum gain, noise figure, external biasing, and simplicity of integration were
taken into account to realize a modular design. An amplifier with gain over a wide
frequency response is realized to have the flexibility of its employment covering all
of the transceiver bands. Thus, it can be used either for improvement of the signal at
the RF ports of the RF-signal processor, or after the mixing stage where the extended
frequency range operates. That is, at a lower frequency range from 2 to 3.8GHz for
downconversion, or at a higher frequency range between 3.8GHz and at least up to
6GHz for upconversion to compensate the mixer conversion gain.

A gain amplifier module in planar microstrip technology to employ along the
frequency range up to 6GHz shown in Fig. 3.10, was fabricated on an FR4 substrate
with εr = 4.4, loss tangent tan δ = 0.027 and 1.33mm thickness. The NBB-400
broadband amplifier from the manufacturer RFMD [11] with noise figure of around
3 dB was used with regulated external biasing VCC = +5V for a component supply
voltage of 3.6V.
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Fig. 3.10 Schematic of the gain amplifier biasing circuit and photo of the fabricated component

According to the requirements considering the conversion gain of themixing stage
which decreases around 8 dB at 1GHz and 4GHz, at least a gain of 10 dB is required
over the complete frequency range up to 6GHz. In Fig. 3.11 (left), the input reflection
|S11| and forward transmission |S21| parameters from themanufacturer are compared
with themeasurements of the implemented amplifier. The |S11|parameter has an input
reflection better than −10 dB up to 5.5GHz. As shown in the forward transmission
|S21|, the gain over the whole frequency range from 1 to 7GHz decreases gradually
from a maximum gain of 17 dB to 7 dB. Reduction of the transmission parameter is
observed due to fabrication constraints in the ground contacts of the amplifier. This
reduction results in a slight frequency notch around 5.6GHz that affects also the
phase response at this frequency. Phase response of the forward transmission S21 is
shown in Fig. 3.11 (right). The amplifier exhibits a linear phase characteristic over
the frequency range up to 5.5GHz. Above this frequency, due to the influence of
the notch shown in the forward transmission, the phase loses linearity at frequencies
above 5.6GHz and below to 7GHz.

Fig. 3.11 Left S-parameter magnitude measurements of the amplifier with 17 dB at 1GHz, 12 dB
gain at 4GHz and decreasing around 6 dB at 6GHz. Right S-parameter phase measurements of the
amplifier with linear phase up to 5GHz, and at 5.6GHz with a variation influenced by the notch
presented at the same frequency in the magnitude of the transmission
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Improvement of the fabrication process can be realized although a flat gain
response is difficult to achieve covering the complete frequency range for the Tx and
Rx path with current available components. Such improvements can be performed
by employing wire bonding and keeping the distance between the bond wires as
short as possible. Another option is to increase the amount of attached vias holes and
clamping of metalizations into the substrate. This means, an effective grounding of
the component results in a reduction of the losses in the overall frequency response.
Hence, the losses introduced by the mixer conversion gain can be mitigated.

3.2.4 Coaxial Circulator

A circulator to enable the transceiver for duplex communication is employed before
the antenna input port. The circulator has the task to simultaneously separate and
isolate the signals to transmit and to receive from a single antenna in this reconfig-
urable transceiver architecture. Scattering parameter measurements of the coaxial
circulator D3C2060 from Ditom Microwave [12] are shown in Fig. 3.12.

The |S13| parameter describing the path from the Tx port to the antenna input port,
and |S21| parameter from the antenna input port to the Rx port, exhibit an average
transmission value of −0.3 dB within a 3 dB-bandwidth from 1.8 to 6.5GHz. The
measured |S33| at the Tx port, and |S22| at the Rx port, show a minimum input
reflection of −16 dB. And the isolation |S23| between the Tx and Rx port exhibits a
minimum value of −17 dB.

On the wide tuning range up to 7.3GHz for the Tx path and 6.3GHz for the Rx
path, as shown in Fig. 3.12, in this implementation the circulator essentially limits the
original wide operation frequency range. Consequently, due to its limited frequency
passband the resulting covered range is from 1.8 to 6.5GHz.

Fig. 3.12 Scattering parametersmagnitudemeasurements of the circulator. |S13| transmission from
Tx port to antenna port, |S21| transmission from antenna port to Rx port, |S33| input reflection at Tx
port, |S22| reflection at Rx port, and |S23| isolation between Tx and Rx ports
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Regarding the isolation, achieved values of around−17 dB can be compared with
services employed in portable devices such as GPS or WLAN. This can be also
compared when an isolation around −20 dB is required in a scenario using a single
antenna per service; or for MIMO applications, where investigations demonstrate an
isolation between the antennas of around −15 dB [13, 14]. For applications such as
UMTS or LTE a minimum isolation of −40 dB should be planned in the different
Tx/Rx bandswith a single antenna [15]. Thus, since the value of around−20 dB is not
sufficient for proper isolation according to current standards, typically an additional
filtering stage for every band is required to block the energy of the undesired signal.
For example, single and dual filters from themanufacturers Epcos (B85xx andB86xx
for LTE, and B94xx or B9604 for navigation, WLAN and Bluetooth among others)
or Murata (SAWFD1G90 or SAFEA2G) can be used. The main constraint of these
kind of components is that they are narrowband. Hence, leading to an increase in
the amount of components in the RF-frontend. That is, the ideal solution requires a
component with a wide band characteristic which currently is not available.

A trade off should be found between the amount of elements used and the resulting
benefit to the overall system. That is, the fact that a reconfigurable transceiver with
wide frequency range is employed, means that it can be covered a very large amount
of operation frequencies. As a consequence, a very high number of components for
different bands would be required if such isolation is intended to be achieved with
a single antenna port. Therefore, different approaches can be realized to overcome
this limitation. Such is the case of the employment of different antennas to separate
Tx/Rx signal paths; and reduction of the signal correlation between the antennas by
realizing, for example, feeding networks based on decoupling elements to optimize
the antenna matching [16–18].

3.2.5 Circular Monopole Antenna

An circular monopole antenna is employed for evaluation of the reconfigurable trans-
ceiver and to enable the transmission and reception of signals across the resulting
frequency range shown by the circulator, i.e. covering the spectrum between 1.8GHz
and less than 6.5GHz.

The antenna shown in Fig. 3.13 was simulated on CST Microwave Studio [19]
and fabricated on a Rogers RT5880 substrate with εr = 2.2, loss tangent tan δ =
0.0001 and 1.576mm thickness. The diameter of the circular monopole is 51mm,
and the occupied area of the ground plane is 15cm2. The required bandwidth exhibits
an input reflection of at least |S11| < −10 dB covering from 1.3GHz up to more
than 7GHz. In Fig. 3.14, the current distribution for different operation frequencies
covering different services is shown: (a) at 1.9GHz covering mobile services and
bluetooth/zigbee, (b) at 3.6GHz for WLAN, WiMAX and higher bands of LTE, and
(c) at 5.9GHz for higher bands of WLAN and Car-to-Car communication. In the
case of the operation frequency at 1.9GHz, it can be seen that a vertical current
flow is excited through the monopole. When the frequency increases, as in the case
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Fig. 3.13 Dimensions of the circular monopole. Scattering parameter measurement of the mono-
pole antenna with input reflection |S11| < −10 dB from 1.3GHz up to more than 6GHz

(a) (b) (c)

Fig. 3.14 Surface current distribution of the planar circular monopole for different operation fre-
quencies: a 1.9GHz, b 3.6GHz and c 5.9GHz

of 3.6GHz and 5.9GHz, higher modes are excited and thus, nulls in the monopole
with intense current flow along the edges are generated. It can be recognized that
the exhibited input matching of the antenna is due to the progressive beveling of the
monopole together with the position of the feeding strip. That is, since the feeding
strip is centered and closely attached to the ground plane of the antenna, it leads to
a wide frequency match.

In Fig. 3.15, simulation results of the antenna farfield patterns for frequencies
between 1.5GHz and 6GHz in the YZ-plane and XY-plane are shown. In the case of
the YZ-plane it can be seen that a quasi-omnidirectional behavior is exhibited with
nulls at ±90◦. In the case of the XY-plane the main lobe direction is at around 45◦
and 135◦ in the considered frequency range. This angle can be decreased towards 0◦
by increasing the area of the ground plane [20].

As shown by the antenna farfield pattern in Fig. 3.16, the simulated antenna gain
is considered at an angle of 45◦. Hence, an average value of around 2 dB from 1.5
to 3.0GHz is obtained. And for higher frequencies a maximum value at 4GHz of
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Fig. 3.15 Farfield patterns of the circular monopole antenna gain in the YZ-plane and XY-plane
for different operation frequencies, e.g. 1.5GHz, 4GHz and 6GHz

Fig. 3.16 Photo of the fabricated circular monopole antenna and simulated antenna gain over the
frequency range with an average value of around 5 dB

6.3 dB is achieved, while along the frequency range above 4GHz up to 7GHz the
gain smoothly decreases to 3 dB.

For demonstration purposes, this antenna satisfies the requirement to transmit
and receive signals over the required frequency range. Monopole antennas can be
used, for example, to enable a CR platform for spectrum sensing applications, and/or
with several narrowbands for communication purposes. Several investigations in the
literature have shown implementations focusing on the reconfiguration principle by
employing techniques such as mechanical-electrical controlled rotational patch [21]
and using switches, e.g. MEMS and p-i-n diodes [22, 23]. Therefore, by improving
their characteristics, e.g. starting from static UWB antennas and converting them
into reconfigurable UWB antennas, or by employing a discrete amount of tunable
narrowband antennas, they can be an attractive approach to reduce the requirements



www.manaraa.com

3.2 Characterization of RF Components 35

Fig. 3.17 S-parameters
measurement of backend
transceiver components
focused on the performance
for extension of the
transceiver frequency range
bands Rx

′
1 and Tx

′
2

of band rejection [24, 25], as well as to achieve reconfiguration of the operation
frequency [26].

To have an overview of the frequency response of each component with the pro-
posed Tx/Rx signal path, measurements of the forward transmission |S21| of the
filter, amplifier, and circulator, as well as the input reflection |S11| of the circular
monopole antenna are summarized in Fig. 3.17.

3.3 Transceiver Link Budget and Evaluation

Measurements of the Tx/Rx part of the reconfigurable transceiver were performed
following the transceiver setup shown in Fig. 3.1. First, considering the transceiver
only. Afterwards,measuring the transceiver at a distance of 1m, as shown in Fig. 3.18.
For evaluation of the setup, a double-ridged horn antenna from themanufacturer ETS-
Lindgren 3115 with a gain of around 9 dB across the desired frequency range was
used at the signal analyzer and signal generator.

Fig. 3.18 Wireless spectrum measurement setup in the anechoic chamber
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Straightforward calculation of the link budget from port Tx2 up to the antenna at
the signal analyzer, based on element-wise measurements of the transceiver compo-
nents, yields

PSA = PTx2 + Gm − Lc + Ga + GAnt Tx − Ls + GAnt Rx. (3.3)

On the one hand, gain of the amplifier Ga and gains of the Tx/Rx antennas, GAntTx
and GAntRx correspondingly, are taken into account. On the other hand, Gm is defined
by the mixer conversion gain, Lc by the filter, switches, circulator and cable losses,
and Ls by the free space loss

Ls = 20 log10

(
4πd

λ

)
(3.4)

considering a separation d between Tx antenna and Rx antenna. Thus, resulting in a
received power

PSA ≈ +6 dBm−8dB−5 dB+13dB+4 dB−44 dB+6 dB = −28 dBm, (3.5)

of the double-ridge horn antennaport at 4 GHz.The reached level of PSA ≈ −28 dBm
is confirmed by the measured amplitude at the same frequency of 4GHz equal to
−27.04 dBm in Fig. 3.20.

Evaluation of the Reconfigurable Wideband Transceiver

Figure3.19 shows the completely mounted demonstrator. To verify the proof of
concept, wireless measurements of the reconfigurable transceiver measured power
P are performed with a separation of 1m between Tx and Rx antennas. Results of
the experimental validation and modeled link budget from 1 to 7GHz considering
the measured power at the signal analyzer are shown in Fig. 3.20.

According to the defined bands Tx1 and Tx
′
2, a signal swept over the frequency

range of interest is transmitted from the demonstrator. (i) For Tx1, the maximum
power of the signal processor is +6 dBm optimized at 2GHz, nevertheless its per-
formance changes while the frequency is tuned due to the change of the impedance
matching at external components around the integrated circuit. (ii) In Tx

′
2, due to the

amplification stage with the mixer, the best performance is present from 4 to 5GHz.
The performance above 5GHz exhibits a stronger decay mainly due to the reduced
upconversion gain combined with the amplification stage shown in Figs. 3.8 and 3.11
correspondingly, thus, resulting in values lower than −50 dBm above 5GHz.

Performance overviewof the transceiver transmitted power togetherwith thewire-
lessmeasurement results is shown in Fig. 3.20. Similarly to thewirelessmeasurement
results, the transmitted power decay can be recognized for higher frequencies with an
amplitude variation of around 30 dBm. However, results of the amplitude variation
can be achieved when the performance of the mixing stage and amplification stage is
improved according to the results shown in their corresponding sections. Regarding
the employed components in this architecture, the ideal amplitude variation of the
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Fig. 3.19 Photo of whole demonstrator of the reconfigurable transceiver with RF-signal processor
LMS6002D and wideband synthesizer RFFC5071A for extended continuous tuning range up to
7GHz for transmission and 6GHz for reception. The realized demonstrator has been developed
within the framework of the LOEWE research priority program Cocoon “Cooperative Sensor Com-
munication”

transmitted power shown in Fig. 3.20 takes into account enhancement of the mixer
matching and amplification in the Tx

′
2 band. Further improvement can be achieved if

a larger frequency passband is considered compared to the passband of the employed
circulator. Regarding themixing stage, simulation of the employed balun in Fig. 3.8 is

Fig. 3.20 Wireless measurement Measured power of reconfigurable transceiver transmitted power
for direct mode Tx1 and upconversion mode Tx

′
2. Wireless measurement performed with a separa-

tion of 1m between Tx and Rx antennas. Transceiver output Performance of transceiver ideal and
measured transmitted output power. The ideal performance is achieved by improving the ampli-
tude characteristics of the employed mixing stage and amplification stage. Transmitted power of
Tx1 band: direct mode operation (RF-signal processor only) and Tx

′
2 band: upconversion mode

(extended tuning range)
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Fig. 3.21 Wireless measurement Spectrum PRx of reconfigurable transceiver received power for
direct mode Rx2 and Rx3, and downconversion mode Rx

′
1 performed with a separation of 1m

between Rx and Tx antennas. Transceiver input Performance of transceiver received power with-
out considering free space loss and antenna gains. Analog IQ components Wireless measurement
performed at Rx1 port of a receiver test at an fRx = 5.9GHz for downconversion to baseband

taken into accountwith the improvedmixer conversion gain, specifically from around
10 dB to 7 dB in the range from 5 to 7GHz. For the amplification stage shown in
Fig. 3.11, simulations of the manufacturer are considered yielding an amplitude vari-
ation lower than 5 dB over the complete band. As a result, the complete frequency
range from 1 to 7GHz is improved with an amplitude variation of around 14 dBm
and maximum output power of up to PTx = +10 dBm.

For the Rx case, a signal was swept over frequency from the signal generator
(Tx) and transmitted by the commercial antenna to the reconfigurable platform (Rx)
from 1 to 6GHz. IQ components with a phase difference of 90◦ were measured at
the signal processor. Measurement results of the Rx transceiver part are shown in
Fig. 3.21. The wireless measured received power at the input of the transceiver laid
from around −57 dBm to−40 dBm for band Rx3 and band Rx2, and from−65 dBm
to m−42 dBm for band Rx

′
1, respectively. The measured received power at the input

of the transceiver without considering Ls free space loss and antenna Tx/Rx gains
laid from around −113 dBm to −71 dBm for band Rx3 and band Rx2, and from
−121 dBm to −78 dBm for band Rx

′
1, respectively. This values can be compared

with those in current and futuremobile standards such asGSM,UMTS andLTE,with
required values of the user equipment from around −70 dBm to −115 dBm [27].

As an example of previous results, by employing an oscilloscope and measuring
directly at the analog IQ pins of the RF-signal processor, comparison of the IQ
components of a transmitted signal at fc = 5.9GHz is shown in Fig. 3.21. The
received power at Rx1 port of the RF-signal processor was detected at a level of
−46 dBm with receiver operation frequency of 2.4GHz. Thus, the IQ components
with a difference of 90◦ were taken with a period of the signal corresponding to 1µs
in the oscilloscope view.

As shown by the characterization of the signal path in the overall transceiver,
the performance of the proposed frequency range is reduced by the mixing stage, the
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employed circulator, amplification stage (Tx case only), and of less magnitude, the
gain of the circular monopole antenna. However, by improving the frequency charac-
teristic of the mixing stage and amplification stage an optimized amplitude mitigates
the strong decay for frequencies above 4GHz. Due to the low availability of compo-
nents covering the proposed wide frequency range, other solutions can be realized to
overcome the shortening constraint of the wide operation range. For example, two
antennas that separate the Tx and Rx paths can be employed to keep the requirement
of a duplex communication platform at the expense of an increment in the amount
of elements or components used. Similarly, depending on the required services and
applications, improvement of the isolation between neighboring frequencies and/or
Tx and Rx bands can be realized by employing further filtering stages. Furthermore,
compactness of the antenna is an open task to face. The implemented UWB mono-
pole antenna satisfies the system requirements for demonstration purposes. However,
different criteria should be further considered in the case of a compact and portable
implementation. For instance, its size should be optimized to meet housing require-
ments as well as adequate matching to environmental influences targeting focused
applications of the user equipment. This can be realized by compact reconfigurable
multiband antennas employing an adaptive matching where the narrowband signal
is instantaneously tuned covering the required wide frequency tuning range.
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Chapter 4
System Level Modeling for Tunable
Components

As shown in the previous chapter, the response over the complete frequency range
presents different amplitude values derived from the variation in the impedance
matching at discrete frequencies. Ideally, a wide impedance matching in the consid-
ered frequency range is desired to hold a certain quality of signal at all operation
bands. However, fundamental limitations indicate that in order to obtain a perfect
impedance matching, a reduction of the available bandwidth is present at a certain
frequency. As a result, the matching requires to be adapted by finding a compromise
considering the minimum tolerance on the magnitude of the input reflection over the
prescribed frequency [1, 2]. As shown in Fig. 4.1 this improvement can be realized
by employing tunable components to dynamically cover a frequency range, to reduce
the noise of diverse sources of distortion and to improve the impedance matching at
an operation frequency considering a narrowband signal.

In practice, to reach the maximum bandwidth efficiency of a determined radio
an improved signal path is required at the frequency range of interest, e.g. proper
amplification, matching networks, and filters, to guarantee a certain level of sig-
nal quality. Furthermore, in real scenarios, portable devices are subject to different
sources of distortion, which lead to a change of their input impedance. Consequently,
the input impedance of the antenna becomes dependent on the operating frequency,
the input power and the surrounding environment, ZAnt( f, Pin, environment) [3, 4].
In this way, the performance of the device itself is affected in terms of rejection to
interference, supported bandwidth, as well as battery lifetime.

The scope of this chapter is themodeling and evaluation performance of agile com-
ponents that compose a reconfigurable system architecture. This analysis is realized
in terms of analog measures, such as the scattering parameters, and digital measures,
for instance, the Bit Error Rate (BER) and the Error Vector Magnitude (EVM). Due
to reconfiguration of a microwave tunable component, consideration of group delay
variations can lead not only to provide a proper functionality in the RF chain, but also
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Fig. 4.1 Input reflection covering a dynamic frequency range employing tunable components over
a continuous spectrum of frequencies

to ensure the best achievable performance of a single component in the RF chain.
Such is the case of a tunable impedance matching network (TMN), when it fixes the
emerging mismatch of the antenna in the RF-Frontend of a transceiver at a defined
frequency of operation.

4.1 Effects of Nonlinear Phase and Group Delay Variations

An enhancement of the same communication system, e.g. a handheld device, can be
achieved by proper adjustment and tuning of those components with the strongest
influence on the quality of a signal. The signal path represented in Fig. 4.2 shows a
typical receiver architecture and an architecture employing tunable components. The
typical architecture consists of RF components such as antenna, matching network,
low noise amplifier (LNA), filter, mixer and voltage controlled oscillator (VCO)
via IF filter and D/A converter down to the digital baseband to perform an analysis
in terms of digital measures, such as BER and EVM. In this case, a single digital
analysis is performed to identify the quality of a signal. However, this kind of analysis
is suitable for architectures employing components designed for operation at single
frequencies or within a determined range without any reconfiguration properties.

Compared to the typical RF chain, the reconfigurable chain shows an architecture
based on tunable components where a multiple digital analysis is necessary to iden-
tify a required performance while tuning. That is, the Bit Error Rate performance
of each component in the signal path can be investigated. This leads to perform a
jointly analog and digital analysis of each component to recognize how inherent
nonlinear effects employing tunable components gradually influence their overall
performance, and thus, in a system. In this way, possible improvement of the com-
ponent’s performance, as well as sources of error or distortion in the signal path
can be identified. Hence, the quality of the signal, represented in terms of the scat-
tering parameters, and digital measures, e.g. BER and EVM, can be quantified and
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Fig. 4.2 Typical receiver architecture of an RF-Frontend with different components. Single digital
performance analysis of the communication system to determine the signal quality. Reconfigurable
receiver architecture of an RF-Frontend employing tunable components. Multiple digital perfor-
mance analysis of the communication system to determine the signal quality at a component level

evaluated to perform a correction or enhancement of every single component in the
transceiver chain.

Among themost important factors dealingwith digital phasemodulation schemes,
group delay variations take an important place regarding BER degradation and the
influence on the EVM [5–10]. To acquire reliable results in terms of these measures
when the component is tuned to reconfigure its characteristics, it is important to
evaluate a response considering the degree of dispersion.1 This dispersion is charac-
terized considering the transmission parameter S21 within the available bandwidth
at an RF operation frequency fc. In this way, the impact of the ripples and tilting in
the amplitude response and phase can be evaluated, and therefore, the behavior of
the component as well as the influence on the overall system can be recognized and
improved.

An importantmeasure to define and ensure the quality of a signal are the variations
in the phase response of an RF component in terms of analog and digital measures.
When a component is reconfigured or tuned into another state, e.g. to achieve a
required level of the reflection parameter S11 at a certain frequency of operation,
changes in the amplitude and phase of the transmission parameter S21 also appear.
As a consequence of this dispersion, effects in the group delay response can be
represented in different ways. First by analyzing the magnitude and phase of the
forward transmission parameter S21, and finally by performing an evaluation of the
digital measures BER and EVM.

1The effect of a frequency response is considered dispersive when the frequency and the phase are
not linearly connected, e.g. by the phase velocity of the wave v = ω

k = 1√
με

[11].
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In practice, the response of every component in a system can distort the infor-
mation of a signal. Most likely, the influence shown by the magnitude response in a
2-port network is more obvious to recognize than that of the phase response, e.g. by
the losses included in the forward transmission parameter. To investigate the effect
of phase dispersion of a component, e.g. an arbitrary filter with transfer function
H( jω), an excitation composed by the sum of two cosinusoidal responses of the
form

x(t) = A1 cos(ω0t) + A2 cos[(ω0 + �ω)t], (4.1)

with frequencies �ω � ω0 can be considered at its input. As a result, after applying
a few mathematical steps described in detail in Appendix A.1, to express the change
of the phase in terms of the frequency at ω0 and ω0 + �ω, the filter output can be
written as

y(t) = A1|H( jω0)| cos
{
ω0

[
t + θ(ω0)

ω0

]}

+ A2|H [ j (ω0 + �ω)]| cos
{
(ω0 + �ω)

[
t + θ(ω0)

ω0
+ τT

]}
, (4.2)

where the overall delay τT in terms of the frequency change

τT = �ω

ω0
·
(

∂θ(ω0)

∂ω0
− θ(ω0)

ω0

)
(4.3)

includes the phase delay and group delay

τp = θ(ω0)

ω0
, (4.4)

τg = ∂θ(ω0)

ω0
, (4.5)

correspondingly.
This means, on the one hand, that when the delay term τT = 0, the filter’s output

at frequencies ω0 and ω0 +�ω is constantly delayed in time by θ(ω0)
ω0

, i.e. the output
signal y(t) is a delayed replica of the input signal x(t). And on the other, that when
the delay term τT �= 0, the filter’s output at frequenciesω0 andω0+�ω is differently
shifted, thus, resulting in a phase distortion, and consequently, in the group delay of
the signal.

It is well known, that the group delay varies in accordance with the characteristic
frequency response, e.g. in the phase parameter ∠S21 of a 2-port network. Ideally, if
the phase of a device shows linear behavior over frequency, the group delay

τg( f ) = ∂∠S21
∂ f

, (4.6)
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which represents the change of the forward transmission phase compared to the
change of the frequency, would not have any influence on the transmission of pulses
over the required passband. Nevertheless, most devices exhibit a dispersive behavior
with a non-constant group delay.

As previously shown, signals with different frequencies exhibit different arrival
times when nonlinearity of the phase response is present. Therefore, more errors in
the reception of data arise due to the overlapping of energy associated with differ-
ent symbols that might cause a false detection. In that way, when a signal with a
defined bandwidth is transmitted or received, the group delay response depends on
the response of every component in the RF signal path. Thus, considering a com-
ponent within an RF chain of a frontend, the overall variation in the group delay
parameter τg( f ) of the phase∠S21 with respect to its mean value μ[τg( f )] averaged
across the signal bandwidth BWRF can be described by

Sτg =
∫
BW

∣∣τg( f ) − μ[τg( f )]∣∣ d f. (4.7)

This means, that a minimum zero value indicates a nondispersive behavior, and
positive values indicate the degree of dispersion in the component.

To evaluate this variation, in the following sections the influence of the group
delay is shown considering previous analysis. This analysis relates analog measures
such as the S-parameters, and digital measures such as BER and EVM, with the
dispersion introduced by a microwave component.

Throughout this investigation, evaluation of the BER for theoretic comparison
with different digital modulation schemes, and EVM for comparison with current
mobile standards, are taken into account. Thus, this nonlinearity is first introduced
by a BER comparison between a flat filter and a filter with ripples in the amplitude
response at a center frequency fc in Sect. 4.1.2. Finally, by a thorough investigation
of a tunable matching network based on ferroelectric varactors, a tunability analy-
sis based on the scattering parameters taking into account group delay variations is
shown in Sects. 4.2.3 and 4.2.4. Furthermore, a comparison between different mod-
ulation schemes in terms of the influence on the BER and EVM is given.

4.1.1 System Level Analysis

To evaluate the group delay variations of single components, a system in the form of
a testbed is designed considering the exhibited behavior of a scattering parameters
network in terms of the BER and EVM. In the system under investigation, coher-
ent modulation and demodulation of a transmitted QAM (Quadrature Amplitude
Modulation) is considered. The QAM signal of the form [12]
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si (t) =
√

2

Ts
ga(t) cos (2π fct) +

√
2

Ts
gb(t) cos (2π fct) (4.8)

through an AdditiveWhite Gaussian Noise (AWGN) channel is used. At coordinates
of the in-phase and quadrature components ai

√
ε and bi

√
ε, with signal energy ε,

ga and gb represent the i th message point. The complete setup is based on differ-
ent digital modulation schemes under the influence of AWGN so that theoretical
performance according to [13] can be used for comparison.

Different kinds of testbeds have been developed in recent years by means of
simulations including theoretical models to represent the channel only. They are also
used to evaluate new algorithms and robust techniques that may improve the overall
performance of a communication system [14–18]. Nevertheless, only little attention
has been given to the analysis and evaluation of tunable components that form a
reconfigurable RF chain. An individual investigation of these elements is needed to
show the impact in the overall system. Thus, the testbed developed in Matlab and
Simulink is focused on the analysis of passive elements, such as filters and matching
networks.

The communication systemsimulator shown inFig. 4.3 linksMatlabwithSimulink
to extend overall control over the proposed designed system by setting up: (i) the
signal properties of the waveform, such as modulation scheme, signal bandwidth,
gain control and determined center carrier frequency; (ii) the passive network in
terms of its reference impedance along with scattering parameters for amplitude,
phase linearity and group delay analysis as well as; (iii) the computation properties
for Monte Carlo simulations in terms of the number of bits and errors at a defined
SNR level, i.e. 1× 107 and 1× 104 correspondingly. Thus, a reliable comparison of
the Bit Error Rate and Error Vector Magnitude is acquired.

In the aforementioned passive network block (DuT), located after the AWGN
channel, simulated or measured scattering parameters of a characterized network are

(a) (b)

(a) (b)

Fig. 4.3 Communication system simulator with passive matching network under investigation
(DuT: Device under Test). The chain is modeled in Matlab and Simulink, including deembedded
scattering parameter measurements of a TMN. (a) Reference signal, (b) recovered signal
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included as a representation of the transmitter chain in theRFdomain. For example, in
the first case, to analyze scattering parameters of filters with different characteristics.
And in the second case, scattering parameter measurements when a tunablematching
network is biased at different voltages representing different matched impedances.
Thus, the setup allows to include measured characteristics of an RF signal path and
to perform simulations at selected frequencies.

A random signal with uniform distribution is used as a symbol generator, and
data is sampled at a time Tsymbol so that the sampling frequency fs easily fulfills the
Nyquist criteria. Baseband I/Qmodulation process, signal power and phase compen-
sation are modeled on the transmitter (Tx) side. The receiver side (Rx) focuses on
the demodulation process. Deft handling synchronization of data between discrete
reference signal and recovered signal is also carried out to ensure accurate BER and
EVM values. That means, the number of samples by which the received data lags
behind the transmitted data, is compensated to perform a correct computation of the
results.

4.1.2 Microwave Characterization of RF-Filters

A quantitative evaluation of an RF filter characteristic at an operating frequency fc
can be performed based on the scattering parameters, e.g. of a 2-port network. Thus,
two filters with a 3 dB-bandwidth of 36MHz and fc = 1.5GHz are employed for
analysis. The forward transmission S21 and input reflection S11 of a flat filter and a
Chebyshev filter with an amplitude ripple of 0.5 dB are shown in Fig. 4.4.

Typically in an RF design, independent of the losses exhibited by the component,
the magnitude response is optimized for a determined working frequency range or
single frequency of operation with a defined bandwidth. Nevertheless, due to the
behavior in the magnitude parameter |S21|, a certain behavior also emerges in the

Fig. 4.4 Forward transmission and input reflection of filter with flat amplitude response and filter
with a ripple of 0.5dB
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Fig. 4.5 S21 phase and group delay of filter with flat amplitude response and filter with a ripple of
0.5dB

phase response ∠S21, and as a consequence variations in the group delay τg( f )

appear in the case of a nonlinear phase.
To exemplify this effect, in Fig. 4.5 the S21 phase parameter and group delay

are shown. Regarding the group delay comparison, a smoother response with group
delay values of 13 ns is exhibited by the flat filter, while the filter with ripples shows
abrupt fluctuations around 36 ns at the frequency fc. Furthermore, the comparison
between the filters shows that the filter with a flat response encloses a smoother
phase compared to the steeper response of the filter with ripples in the amplitude.
Thus, resulting in a higher group delay at the passband of the center frequency at
1.5GHz. Considering these responses, it is expected that the performance of the BER
is affected by the filter with a higher group delay response.

4.1.3 Digital Performance of RF-Filters

In order to clearly demonstrate the effects in a communication system due to group
delay variations, a digital performance evaluation of the filters response is given by
taking into account the magnitude and phase of the transmission parameter S21 in
terms of the BER for a 16-QAM modulation scheme.

To evaluate the difference in the group delay derived from the phase of the ∠S21
parameter, an assessment of the BER performance is performed at the center fre-
quency fc. The considered RF bandwidth of the signal corresponds to 10MHz. In
that way, only the influence over the BER of the amplitude, phase, and group delay
is ensured without being affected by the roll-off filter response at the −3 dB corner
frequencies of the overall 36MHz RF passband.

In Fig. 4.6, the BER comparison for a 16-QAM scheme between the flat filter and
filter with ripples in relation to different SNR values is shown. The dashed curve
represents the ideal behavior of the digital modulation scheme, and is employed to
verify the validity of the computed results according to the developed testbed. It can
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Fig. 4.6 16-QAM BER comparison of flat filter and filter with ripples of 0.5dB in the amplitude
response. The filter with a flat amplitude outperforms the results of the filter with ripples due to
the influence of group delay variations around fc = 1.5GHz. Left BER comparison of both filters.
Right Exploded view of the marked area in the BER comparison

Table 4.1 Comparison between flat filter and filter with ripples at the center frequency fc =
1.5GHz in terms of group delay and BER at an SNR of 14 dB

Filter Sτg BER14 dB

Flat 0.81 × 10−3 4.7 × 10−5

Ripple 3.41 × 10−3 9.41 × 10−4

be seen that the flat filter clearly outperforms the behavior of the Chebyshev filter.
While the BER results at 1× 10−3 have a difference �SNR ≈ 2 dB, this difference
increases to a value of around 3 dB for BER values at a level of 1 × 10−6.

By simple inspection of the group delay behavior in Fig. 4.5, it can be seen that the
error probability of the flat filter is smaller and rather constant than that of the filter
with ripples around the center frequency fc = 1.5GHz. Thus, as a consequence of
this effect, degradation of the BER is present.

To compare the performance of the flat filter and filter with ripples in terms of an
SNR level of 14 dB, in Table4.1 BER values as well as their corresponding overall
group delay variation Sτg are given. Due to the difference of the group delay variation
between both filters of around �Sτg ≈ 2.5 × 10−3, a remarkable difference in the
BER results of almost 1 × 10−3 is exhibited. Consequently, if the filter with ripples
is employed instead of the filter with a flat amplitude response, the system would
require to increase the SNR by at least 2.5 dB for BERs higher than 1×10−4. Further
comparison can be seen in real scenarios, for example in satellite communication
systems, where the received signal level is reduced below a specified threshold value.
This threshold values, also known as fade margin, can vary depending on different
characteristics (effects of rain attenuation, multipath fading, operation band). Typical
values for comparison can be found from 10 to 15dB considering BERs of at least
1 × 10−3, hence, such imperfections in the order of 3 dB can represent up to 30%
of the fade margin in a satellite receiver [19].
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4.2 Ferroelectric Tunable Matching Network

Among other characteristics, tunable matching networks are implemented to adap-
tively compensate the emerging mismatch caused by operating the mobile device
under changing conditions, e.g. position of the mobile phone, surrounding material,
proximity to human body or to metallic structures. This reconfiguration can be per-
formed at a fixed operation frequency performing a fine tuning to adjust a required
input matching. Tunable matching networks can also operate at different operation
frequencies satisfying a defined matching condition. Thus, the performance of this
component is critical to hold a certain signal quality, and therefore, to maximize the
total efficiency of the user equipment [20].

During the last years, a variety of materials and processing techniques have been
applied to realize these kind of agile components that enable flexible radios and
reconfigurable architectures. In this work, due to some of its main characteristics,
such as low power consumption, fast tuning and high linearity, i.e. low intermodula-
tion distortions compared to other technologies [21], a ferroelectric tunable matching
network is considered for analysis.

4.2.1 Microwave Characterization of Tunable Matching
Networks

It is well known that a matching network adapts, e.g. the impedance of the antenna
at the input port of a mobile device, in the best case, to an impedance value of
50	, otherwise the signal is reflected back without being able to be transmitted or
received. However, when a tunablematching network is designed at certain operation
frequency or frequency range, a great amount of tuning states can satisfy a required
matching level of the input reflection, e.g. |S11| ≤ −10 dB. Consequently, to exploit
the best performance of the antenna together with the tunable matching network, an
analysis of the tunability in terms of digital measures, e.g. BER and EVM, is required
based on a microwave characterization to identify and guarantee the most suitable
tuning state.

Ferroelectric material can be employed to form a varactor, where permittivity,
and hence the capacitance, change by applying an external electrostatic field, i.e. a
biasing voltage. A tunable matching network, from [22, 23], composed of a pair of
interdigital capacitors built on ferroelectric BST thick-film is shown in Fig. 4.7.

The BST layer shows a loss tangent of tan δ ≤ 0.02 around 2GHz and relative
permittivity of εr = 410 in the untuned state. Highly narrow resistive strips made
of indium-tin-oxide are used for integrated DC-RF bias decoupling [23]. The TMN
module shown in Fig. 4.7 is based on BST thick-film varactors in series and consists
of RF input/output, two DC controls for each capacitor (C1 and C2), and an external
shunt inductor connected to the central pad of the varactor module.
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Fig. 4.7 Left varactor pair
on BST thick-film
ceramics [23]. Right tunable
impedance matching
network in the center of a
test board [22]

Fig. 4.8 Measured forward
transmission of the TMN
module for different
capacitance values biased
from 0 to 90V, i.e. from
untuned to maximum tuned
state [22]

To address the analysis in terms of the tunability exhibited by the scattering para-
meters, Figs. 4.8 and 4.9 show themeasuredmagnitude of the transmission parameter
and input reflection parameter for different tuning voltages, respectively [22]. In that
way, scattering parameters of the TMN with a 50	 environment at the input and
output port of the module were measured each time after applying a DC biasing
voltage to the BST varactors. In this case the biasing voltage range lies between
0V to 90V for each varactor. Thus, by setting a combination of voltages in both
varactors, different tuning states satisfy a matching condition. For example, when
both varactors are set in the untuned state at 0 V, the input reflection notch is located
at around 1.8GHz, and when the voltage is increased up to 90V, the notch is tuned
at around 1.9GHz.

In Fig. 4.8 a rather constant |S21| parameter over all tuning states with a maximum
insertion loss of less than −1.2 dB at 1.9GHz is shown. The maximum variation of
the insertion loss between tuning states at the center frequency is only 0.2 dB.

Measurement results of |S11| with a return loss of less than −11.5 dB across the
tuning range from 1.8 to 2.0GHz are shown in Fig. 4.9. This result can be compared
to the typical requirement of |S11| ≤ −10 dB in mobile standards, such as GSM,
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Fig. 4.9 Measured input
reflection of the TMN
module for different
capacitance values biased
from 0 to 90V, i.e. from
untuned to maximum tuned
state [22]

UMTS and LTE for this frequency operation range, nevertheless, this value can vary
depending on the required service or application, e.g. with a less restricted −6 dB
value using bluetooth wireless technology [24, 25]. The Q-factor of the varactors at
the target frequency is around 60. The varactors are biased from 0V (0%) to 90V
(100%), covering a capacitance range from 0.31 pF to 0.22 pF respectively, thus,
achieving a tunability of τBST = 40%. The tunability is defined as the capacitance
change divided by the maximum value in the untuned state.

4.2.2 Group Delay Variations of Tunable Matching Networks

Adaptive matching considering a required bandwidth and an agile modulation
scheme selection are important requirements in reconfigurable architectures. Electri-
cally tunable matching networks in the antenna of an RF-Frontend can overcome this
necessity. Thus, enabling the same hardware module to fit efficiently into another
service of different characteristics. However, due to the tunability, the dispersion
of the passive network becomes obvious when the phase of the component is ana-
lyzed for different applied biasing voltages that adapt ZL impedance values with an
acceptable input matching.

Hence, to achieve maximum efficiency of the system, the effect of group delay
variations has to be considered since different varactor tuning states can lead to
different BER and EVM performance in spite of the fulfillment of the matching
condition |S11| ≤ −10 dB at the input of the antenna.

In Fig. 4.10 the corresponding phase parameter ∠S21 of the TMN is given. From
the untuned state to the tuned state, i.e. when the varactors are biased from 0V
(0%) to 90V (100%), a gradual increment in the phase parameter of about 35◦ is
observed. Nevertheless, the slightly different slope of each response raises group
delay variations for each state in the TMN.
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Fig. 4.10 Forward
transmission phase
measurement of the TMN
module. Exhibited phase
difference from the untuned
state to tuned state of more
than 30◦ at an operation
frequency fc = 1.9GHz

Fig. 4.11 Group delay of
forward transmission phase
of the TMN module within a
frequency range of 40MHz
considering tunability of the
varactors from 0V (0%) to
90V (100%) with
corresponding group delay
variation Sτg

In Fig. 4.11, group delay responses are shown for each tuning state across a signal
bandwidth of up to 40MHz. Themagnitude of the group delay variation Sτg increases
gradually from 1.2× 10−3 to 2.5× 10−3 while the biasing of the matching network
increases from 0 to 90V. Thus, exhibiting different overall group delay responses
from one to another state. This group delay variation described in (4.7), has shown a
considerable difference of almost 3 dB by evaluating different kind of filters in terms
of the BER. However, the overall group delay variation and the influence on the BER
depend also on factors such as modulation scheme and signal bandwidth. In effect,
to investigate this influence in a TMN, the analysis requires to be extended regarding
the evaluation of different biasing voltages that satisfy a matching condition of at
least |S11| = −10 dB. This is also supported by digital modulation schemes with RF
signal bandwidths that are considered for current mobile standards.

Likewise in Sect. 4.1.1 considering the analysis of filters, in the system under
investigation, coherent modulation and demodulation of a transmitted QAM signal
is taken into account. In this case, different orders of the quadrature amplitude scheme
are analyzed, i.e. QPSK (Quadrature Phase Shift Keying), 16-QAM and 64-QAM
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digital modulation schemes. Signals with two different RF bandwidths are analyzed,
BWRF = 20MHz and BWRF = 40MHz. It is worth mentioning, that one of the key
parts of this setup resides in the passive network module. In this module scattering
parameters can be read out at a desired carrier frequency and defined tuning state
that represent a different matching condition. Thus, signals with different character-
istics in terms of bandwidth and modulation scheme can be efficiently processed to
determine if reconfiguration is required of the tunable component or the system.

In the following Sects. 4.2.3 and 4.2.4, the BER and EVM analysis considers the
tunability of the introduced matching network. Based on previous analysis consid-
ering group delay variations, a higher influence on the BER and EVM analysis is
predicted when the characteristics of the proposed system are also increased. Such
is the case of modulation schemes with higher order and wider RF signal bandwidth.

4.2.3 Influence on Bit Error Rate

Modulation schemes with high spectral efficiency are more vulnerable to system
imperfections, arousing other transmission impairments, e.g. intermodulation dis-
tortion, echo or crosstalk [26–28]. Hence, in order to clearly show an influence of
group delay on the transmitter side of a reconfigurable frontend, QAM schemes with
a different order have been chosen for evaluation.

To obtain BER performances of the TMN module considering tuning states that
satisfy a matching condition |S11 ≤ −10 dB|, RF signals are evaluated through the
matching circuit for different SNR levels. Since tunability of the varactors has shown
the best input reflection at a center carrier frequency fc = 1.9GHz, this frequency
is considered for investigation. Two RF signal bandwidths taking into account group
delay variations have been chosen for evaluation. BWRF = 20MHz which is the
maximum bandwidth in LTE for single carrier mode, and BWRF = 40MHz as an
exemplification of future implementations for carrier aggregation mode [29].2 As a
representation of the overall tuning range of the TMN module, combinations of the
varactor biasing voltages (C1, C2) are selected in the following form: (0V, 0V),
(0V, 72V), (72V, 36V), (72V, 72V), and (90V, 90V). Hence, they represent
a matched impedance ZL state in the TMN considering the tuning range of the
varactors at a frequency fc. Furthermore, different modulation schemes with dif-
ferent spectral efficiency are evaluated for comparison, i.e. QPSK, 16-QAM and
64-QAM. Typically, raw BER values around 1 × 10−2 and 1 × 10−5 are typically
considered for a quasi-error free transmission without applying any forward error
correction. However, these values can vary since they depend on the type of service,

2Up to five carriers with a bandwidth of up to 20MHz each can be aggregated in LTE-Advanced.
Furthermore, data rates of the order of 1Gbps might theoretically be achieved using contiguous
bandwidths of 40MHz or more [29].
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e.g. video, voice or data. Furthermore, a gray coded constellation for BER and EVM
calculations is employed according to different standards, such as IEEE 802.11 and
HiperLAN/2 [30, 31].

QPSK Modulation Scheme

In Fig. 4.12 the BER results of selected tuning states for a QPSK modulation
scheme are shown. Comparison with the theoretical or ideal case, i.e. considering
only the effect of the AWGN channel, shows an influence of 0.4 dB only over the
analysis for all tuning states with BWRF = 20MHz. In the case of BWRF = 40MHz,
a difference of around 0.8 dB is exhibited compared to the initial tuning state (C1 :
0%, C2 : 0%) at a BER of 1 × 10−6.

Considering the tunability of the matching network, the analysis of different tun-
ing cases shows practically the same performancewhen the overall set of impedances
tuned from (C1 : 0%, C2 : 0%) to (C1 : 100%, C2 : 100%) are evaluated with
the signal bandwidth BWRF = 20MHz. However, a difference of less than 0.5 dB
is present when the whole set of tuning cases is compared for different signal band-
widths, i.e. BWRF = 20MHz and BWRF = 40MHz.

The small variation between different tuning states presented in the BER for the
QPSK scheme is due to the low number of bits per symbol. For higher order schemes,
however, this variation increases. In the case of a 16-QAM, for example, instead of
having a quadrant containing four possible symbols, QPSK includes just one. Thus,
because of the large distance between the symbols in the constellation diagram, this
influence is not as pronounced as in the followingmodulation schemes. Furthermore,

Fig. 4.12 BER comparison
of different voltage tuning
states for two RF signal
bandwidth cases taking into
account a QPSK modulation
scheme. Corresponding
voltage tuning states in
percentage: 0% = 0V,
40% = 36V, 80% = 72V,
100% = 90V
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in spite of practically same values of BER for different tuning states considering the
same signal bandwidth, results for each case still exhibit the influence described by
the group delay.

16-QAM Modulation Scheme

Compared to a QPSK scheme, results considering a 16-QAM scheme show a
stronger differencewhen different tuning voltages are applied and different RF signal
bandwidths are considered. A thorough analysis is therefore required to understand
the behavior of the tunability in the matching network. Figure4.13 shows a compar-
ison of the BER in relation to the SNR for different voltage tuning states and two RF
signal bandwidths, BWRF = 20MHz and BWRF = 40MHz, in a 16-QAM modu-
lation scheme. The difference compared to the ideal case for BWRF = 20MHz is
of around 0.4 dB, however, for BWRF = 40MHz this difference increases to around
1 dB considering the initial tuning state (C1 : 0%, C2 : 0%). Regarding the tun-
ability performance between different signal bandwidths, a maximum difference of
1 dB is present at BER = 1 × 10−3 and up to 2 dB at BER = 1 × 10−6.

For the case of a signal with BWRF = 20MHz, the exhibited difference between
tuning states is about�SNR < 0.2 dB for a BER of 1×10−6. Influence of the group
delay over the BER considering the different tuning voltages is less pronounced
compared to the 40MHz case.

In Fig. 4.14 an exploded view of the marked area of Fig. 4.13 for a signal with
BWRF = 40MHz is shown. Simulation results show that for values around 1×10−4,
a difference of around 0.5 dB is obtained in terms of SNR between the minimum and
maximum applied tuning voltage. Considering a better BER performance around
1 × 10−6, the difference in the SNR increases to more than 1 dB.

As shown in Fig. 4.9, in spite of different magnitude values of the forward reflec-
tion parameter, all of them with |S11| < −11.5 dB, BER results exhibit a depen-

Fig. 4.13 BER comparison
of different voltage tuning
states for two RF signal
bandwidth cases taking into
account a 16-QAM scheme
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Fig. 4.14 BER exploded
view of the marked area in
Fig. 4.13 for a signal with
BWRF = 40MHz taking into
account a 16-QAM scheme

dency on the group delay variation presented due to the change over the phase
parameter ∠S21.

As a result of the analysis taking into account the BER and scattering parameters
of the passive network, the distortion of the waveform due to a group delay variation
around a frequency of operation fc obeys the behavior described by Eq.4.7. In other
words, for a stronger nonlinear phase, higher values of the group delay variation Sτg

yield a degradation of the BER performance. An example of this can be seen for
the two boundary DC voltages in the varactors of the matching circuit, i.e. at 0 V
(0%) and 90V (100%), where the largest phase difference is present as shown in
Figs. 4.10 and 4.11. Hence, the relation between calculated BER and group delay
becomes obvious when group delay variation Sτg values are compared for different
tuning states of the TMN.

To highlight this influence, in the case of the signal with BWRF = 40MHz, an
overview of the parameter values is shown in Table4.2. The numerical compari-
son of the BER for different tuning voltages considers scattering parameters at a
center frequency fc = 1.9GHz and group delay variations. It is to observe that the
forward transmission remains almost constant. In the case of the input reflection,

Table 4.2 Comparison of different tuned varactor voltages at fc = 1.9GHz for a signal with
BWRF = 40MHz taking into account a 16-QAM scheme

(C1, C2)/% |S11|/ dB |S21|/ dB Sτg BER18 dB

(0, 0) −12.29 −1.35 1.2 × 10−3 1.0 × 10−7

(0, 80) −12.53 −1.30 1.4 × 10−3 4.0 × 10−7

(80, 40) −24.36 −1.25 1.5 × 10−3 5.0 × 10−7

(80, 80) −16.51 −1.30 1.8 × 10−3 1.0 × 10−6

(100, 100) −11.65 −1.56 2.5 × 10−3 1.2 × 10−6
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although different values are measured, all tuning states satisfy a good input match-
ing better than−10 dB. However, although in both parameters, |S21| and |S11| a good
performance is achieved, the influence of dispersion on the system performance in a
matching network yields different BERperformance. This difference has been shown
its dependence on the group delay response over the RF signal bandwidth.

The difference in Sτg of about 1.3 × 10−3 degrades the BER from 1.0 × 10−7 to
1.2 × 10−6 for tuning voltages between (0%, 0%) and (100%, 100%) at SNR =
18 dB. This small but non negligible difference in the group delay has an impact of
around 1 dB when SNR is evaluated for a BER = 1×10−6 in a 16-QAM scheme. In
summary, an optimal adaptivematching should satisfy a good input reflection |S11| ≤
−10 dB considering also the effect of the phase in the transmission parameter S21.
This evaluation of group delay variations Sτg can ensure the best possible matching
among the complete set of tuning states that satisfy a matching condition.

64-QAM Modulation Scheme

The BER analysis of the selected tuning states for a 64-QAMmodulation scheme
with different signal bandwidths is shown in Fig. 4.15. To obtain an acceptable per-
formance in terms of the BER with an RF signal bandwidth BWRF = 40MHz for
all the set of tuning voltages, comparable higher SNR values are required than for
the case of a signal with BWRF = 20MHz. Fundamentally, the influence of the
phase variation in the BER can still be described by the group delay analysis. This
means that when the biasing voltage of the varactors is increased from 0 to 100%,
an increase in the variation of the group delay is present.

Compared to the ideal case, a higher difference in the SNR than in the other
schemes is exhibited due to the increase of the bits per symbol. This modulation
scheme is the only that shows BER results towards those when a matching condition
|S11| ≤ −10 dB is not fulfilled. Such is the case of the response for a signal with RF
bandwidth BWRF = 40MHz. For BWRF = 20MHz, while for BER = 1 × 10−2

Fig. 4.15 BER comparison
of different voltage tuning
states for two RF signal
bandwidth cases taking into
account a 64-QAM
modulation scheme
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a maximum difference of 2 dB is present when a tuning state at (100%, 100%) is
evaluated, a difference of almost 6 dB for a BER of 1 × 10−6 is computed.

Regarding only the tunability for the case of a signal with BWRF = 20MHz, it
can be seen that at a BER = 1.0× 10−4, the influence of the group delay dispersion
between the C1 : 0%, C2 : 0% and C1 : 100%, C2 : 100% tuning states corre-
sponds to a difference of 1.3 dB in terms of the SNR value, i.e. from 20.2 to 21.5 dB.
If a better performance in terms of the BER is taken into account, the presented tuning
states at a BER = 1.0×10−6 vary from each other due to the difference in the group
delay, i.e. from 23.15 to 25.5 dB. By performing a group delay analysis of a set of
matched impedances that fulfills the condition |S11| ≤ −10 dB, consequently shows,
a difference of 2.3 dB between all tuning cases. In the case of BWRF = 40MHz at
a BER = 1.0 × 10−2 this difference increases up to 4 dB.

Figure4.16 shows an overview of all BER results. These results consider the set
of all different voltage tuning states, as well as two different RF signal bandwidths
BWRF with 20 and 40MHz. As it can be seen from the three different modulation
schemes (QPSK, 16-QAM and 64-QAM), the effect described in Sect. 4.2.2 caused
by the frequency dispersion of the group delay for different tuning states of the
impedance matching network is remarkable. Thus, when the spectral efficiency of
the system at the receiver side is intended to be enhanced, a selection of the required
tuning state considering group delay variations to satisfy a matching condition under
changing conditions is required.

Fig. 4.16 BER comparison of different voltage tuning states for two RF signal bandwidth cases
taking into account different modulation schemes; QPSK, 16-QAM and 64-QAM
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4.2.4 Influence on Error Vector Magnitude

In practice, when the BER of the system exceeds defined thresholds, the given infor-
mation cannot identify probable sources of signal distortion, such as the behavior of
the symbols in the constellation diagram [32]. BER analysis is used to reach or to
hold a certain level of signal quality in terms of power and noise in a communication
system. Sources of distortion affecting a component or module in the whole system
have been characterized in Sects. 4.2.2 and 4.2.3, i.e. in terms of additive noise, non-
flat amplitude response, nonlinear phase response, group delay, RF bandwidth and
modulation scheme. Hence, considering the In-phase and Quadrature components
of a baseband signal in a constellation diagram, together with the aforementioned
sources of distortion, evaluation of the matching network tunability is performed
considering the Error Vector Magnitude.

Taking into account the computed BER performances exhibited by the character-
ized matching network, and once a defined threshold of an RF-Frontend architecture
is reached with different digital modulation schemes e.g. QPSK, 16-QAM and 64-
QAM, an EVM analysis of the same varactor tuning states (C1, C2) is performed.
This analysis is carried out to assure a defined signal quality in terms of errors at the
receiver side, by calculating how far the received bits are located from the ideal point
in the constellation diagram. Furthermore, this analysis shows another way to verify
that the best performance of the system is achieved, and to compare the results with
those defined, e.g. by mobile standards.

Typically, the deviation of the transmitted reference signal to the received test
signal, as shown in Fig. 4.17, is expressed as the percentage relative to the average
transmitted power per symbol [33, 34] given by

EVMrms =

√√√√√√√√

N∑
i=1

|Sideal,i − Smeas,i |2
N∑

i=1
|Sideal,i |2

, (4.9)

Fig. 4.17 IQ diagram for
calculation of the Error
Vector Magnitude.
Transmitted reference
signal: ideal constellation of
a 16-QAM modulation
scheme. Received test
signal: measured symbol
deviated from its origin
vector
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where Sideal and Smeas represent the ideal and recovered i th symbols in the IQ plane,
respectively. N represents the number of processed symbols in the constellation. And
for a normalized constellation of i message points, thus, the error vector magnitude
is defined as the root mean square EVMrms that combines the error of the magnitude
and phase of the In-phase and Quadrature components in the constellation diagram.

QPSK Modulation Scheme

Results in Fig. 4.18 and Table4.3 of the QPSK modulation scheme are shown. In
this case, a SNR level of 12dB was selected for analysis giving BER results much
smaller than 1 × 10−6.

In Fig. 4.18, constellation diagrams are shown when the TMN is set for the initial
tuning state C1 : 0%, C2 : 0% with different signal bandwidths. It can be seen that
the difference between both plots is almost negligible, BWRF = 20MHz (left) and
BWRF = 40MHz (right). This difference can be numerically compared in Table4.3
for the lowest (C1 : 0%, C2 : 0%) and the highest (C1 : 100%, C2 : 100%) applied
biasing voltage to the varactors.

Results for either the lowest or the highest voltage present a difference of around
1.6% in terms of the EVMrms when the signal bandwidth BWRF is switched.

16-QAM Modulation Scheme

Following a similar analysis as for the QPSK modulation scheme, results of the
measured matching network tunability in terms of EVM analysis at different SNR
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Fig. 4.18 QPSK modulation scheme. Scatter plots of voltage tuning values C1 : 0%, C2 : 0% for
EVMrms and BER comparison with different signal bandwidths BWRF values at SNR = 12 dB

Table 4.3 QPSK modulation scheme

QPSK BWRF = 20MHz BWRF = 40MHz

C1 : C2/% 0 : 0 100 : 100 0 : 0 100 : 100
EVMrms/% 16.87 16.91 18.49 18.56

BER 1.3 × 10−7 1.6 × 10−7 3.3 × 10−7 4.0 × 10−7

Comparison of tuned varactor voltages for SNR = 12 dB with different signal bandwidths BWRF
at fc = 1.9GHz
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values for a 16-QAM modulation scheme are analyzed. Required levels determined
by different standards and technical specifications are taken into account for com-
parison [35–37].

In Fig. 4.19, constellation diagrams when the TMN is set for the initial tuning
state C1 : 0%, C2 : 0% are shown. Different SNR values (15 dB and 18 dB) and RF
signal bandwidths (20MHz and 40MHz) ofmeasured S-parameters at fc = 1.9GHz
are evaluated. Considering the aforementioned specifications, all results exhibit an
EVMrms < 13.5% with BERs around 1 × 10−5. In Table4.4 the corresponding
comparison of SNR = 15 dB and SNR = 18 dB for BER and EVM regarding the
lowest (C1 : 0%,C2 : 0%) and the highest (C1 : 100%,C2 : 100%) biasing voltage
applied to the varactors is shown.

Table4.4 yields two types of comparisons between the corresponding tuning states
for the scatter plots: (a) the comparison taking into account a SNRvaluewith different
signal bandwidths BWRF (horizontally oriented); and (b) the comparison taking into
account a signal bandwidth BWRF with different SNR values (vertically oriented).
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Fig. 4.19 16-QAM modulation scheme. Scatter plots of voltage tuning values C1 : 0%, C2 : 0%
for EVMrms and BER comparison with different signal bandwidths BWRF values at SNR = 15 dB
and SNR = 18 dB
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Table 4.4 16-QAM modulation scheme

16-QAM BWRF = 20MHz BWRF = 40MHz

SNR = 15 dB

C1 : C2/% 0 : 0 100 : 100 0 : 0 100 : 100
EVMrms/% 9.82 9.99 12.19 12.41

BER 5.8 × 10−6 1.3 × 10−5 7.4 × 10−5 1.6 × 10−4

SNR = 18 dB

C1 : C2/% 0 : 0 100 : 100 0 : 0 100 : 100
EVMrms/% 7.73 7.97 10.49 10.78

BER <1.0 × 10−7 <1.0 × 10−7 1.0 × 10−7 1.2 × 10−6

Comparison of tuned varactor voltages for different SNR values and signal bandwidths BWRF at
fc = 1.9GHz

In the first case (a), difference in the EVMrms for SNR = 15 dB is present,
i.e. while for BWRF = 20MHz corresponds EVMrms = 9.82%, for BWRF =
40MHz corresponds EVMrms = 12.19%. In the latter case (b), comparing the
same signal bandwidth BWRF = 20MHz and tuning state (C1 : 0%, C2 : 0%),
EVMrms = 9.82% for SNR = 15 dB is obtained compared to EVMrms = 7.73%
for SNR = 18 dB for BWRF = 40MHz.

Due to the effect caused by the group delay and amplitude variations of the S21
parameter at the fc carrier frequency, different results in terms of BER and EVM
can be observed: (a) while the EVMrms difference between tuning state values of the
impedance matching network from C1 : 0%, C2 : 0% to C1 : 100%, C2 : 100%
considering both modulation bandwidths is almost negligible; (b) the influence at
a fixed SNR in terms of the BER notably increases by switching the modulation
signal bandwidth, e.g. from 1.6 × 10−4 to 5.8 × 10−6 for SNR = 15 dB, and from
1.2 × 10−6 to a value much lower than <1 × 10−7 for SNR = 18 dB.

64-QAM Modulation Scheme

In Fig. 4.20 and Table4.5 results of the 64-QAM modulation scheme are shown.
Constellation diagrams are shown when the TMN is set for the initial tuning state
voltage C1 : 0%, C2 : 0% at a SNR of 22 dB with RF bandwidth BWRF = 20MHz
(left) and BWRF = 40MHz (right).

For this modulation scheme, a notable difference can be observed when the signal
bandwidth BWRF is increased, yielding a significant BER degradation. A detailed
comparison in terms of the EVM and BER is presented in Table4.5. The difference
in terms of the EVMrms taking into account the sameBWRF varies by less than 0.4%,
as similarly shown in the other modulation schemes. Furthermore, the comparison
between both bandwidths BWRF for all tuning states results in a difference of less
than 4%.
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Fig. 4.20 64-QAM modulation scheme. Scatter plots of voltage tuning values C1 : 0%, C2 : 0%
for EVMrms and BER comparison with different signal bandwidths BWRF values at SNR = 22 dB

Table 4.5 64-QAM modulation scheme

64-QAM BWRF = 20MHz BWRF = 40MHz

C1 : C2/% 0 : 0 100 : 100 0 : 0 100 : 100
EVMrms/% 5.64 5.99 9.03 9.39

BER 8.9 × 10−6 5.6 × 10−5 5.7 × 10−3 1.4 × 10−2

Comparison of tuned varactor voltages for SNR = 22 dB with different signal bandwidths BWRF
at fc = 1.9GHz

Comparison Between Different Modulation Schemes

Taking into account the EVM requirement from different standards of current and
upcoming technologies, such as UMTS and LTE [37, 38], a comparison for different
digital modulation schemes is shown, i.e. for QPSK 18.5%, for 16-QAM 13.5%
and for 64-QAM 9%.

Considering the analyzed matching network, to provide a general performance of
the complete set of voltage tuning states, the general EVM for a defined BWRF and
SNR can be calculated. The average over a number of single EVM measurements is
defined, thus, by

EVMrms =
√√√√ 1

max (γs,i )

γs,i∑
i=1

EVM2
rms,i , (4.10)

where EVMrms,i is the corresponding EVMvalue of each tuning state γs in the TMN,
i.e. the selected combinations of each varactor biasing voltages (C1, C2): (0V, 0V),
(0V, 72V), (72V, 36V), (72V, 72V), and (90V, 90V).

In order to clearly show the behavior of the EVM while the SNR is increased,
two cases were analyzed, i.e. SNR = 15 dB and SNR = 18 dB, for the 16-QAM
modulation scheme.
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In the case of SNR = 15 dB, both signal bandwidth BWRF cases lie below the
required standard EVMrms = 13.5%, i.e. for the BWRF = 20MHz case, an EVMrms
value of 9.98% is obtained, and for the BWRF = 40MHz case, an EVMrms value of
12.43% is achieved. In the case of SNR = 18 dB, a considerable better performance
is attained. For a signal bandwidth BWRF = 20MHz, the averaged EVMrms value
lies below 8%, and for the BWRF = 40MHz case, the EVMrms value lies below the
required standard of 11%.

In the case of theQPSKmodulation scheme,while results for the signal bandwidth
BWRF = 20MHz achieve the minimum requirement of EVMrms = 18.5%, i.e. a
value of EVMrms = 16.95%, results for a signal bandwidth BWRF = 40MHz
exhibit a behavior of EVMrms = 18.63%.

Finally, in the case of the 64-QAM modulation scheme an EVMrms = 9% is
required. For the BWRF = 20MHz case, an EVMrms value below 6% is obtained.
And in the case of the BWRF = 40MHz, an EVMrms value around 9% is reached.

In Figs. 4.21 and 4.22 an overview of all different tuning states, from C1 : 0%,
C2 : 0% to C1 : 100%, C2 : 100%, per modulation scheme at a defined SNR with
BWRF = 20MHz and BWRF = 40MHz respectively, is shown. A different level of
the SNR for each modulation scheme is selected. Thus, an acceptable performance
in terms of BER and EVM is ensured.

Fig. 4.21 EVM of each
tuning state with a defined
modulation scheme, SNR
level and BWRF = 20MHz
for EVMrms comparison

Fig. 4.22 EVM of each
tuning state with a defined
modulation scheme, SNR
level and BWRF = 40MHz
for EVMrms comparison
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4.2.5 Relation Between Bit Error Rate and Error Vector
Magnitude

In Table4.6 the averaged Error Vector Magnitude EVMrms comparison, taking into
account values of different specifications, per modulation scheme and signal band-
width BWRF is summarized. The values can be compared to the BER performance
shown in Fig. 4.16 for each digital modulation scheme and signal bandwidth. The
averaged EVMrms value exhibited by BWRF = 20MHz clearly satisfies the required
value set by the technical specification in all modulation schemes with BERs below
1× 10−4. In the case of the evaluation for BWRF = 40MHz, however, the averaged
EVMrms value is around the required specification in the case of the three digital
modulation schemes: 16-QAM, QPSK and 64-QAM.

Considering the error probability, 16-QAM and QPSK schemes present a max-
imum SNR of 1 dB difference between all tuning states in the TMN maintaining
a BER in the order of 1 × 10−6 for both signal bandwidths BWRF. The 64-QAM
scheme exhibits, however, a difference of 2.3 dB in the SNR between all tuning states
holding a BER value of 1 × 10−6 for BWRF = 20MHz. Since an increase of the
signal bandwidth BWRF to hold BERs in the order of 1×10−6 would result in amuch
higher SNR compared to QPSK and 16-QAM, for BWRF = 40MHz, a performance
lower than SNR = 30 dB is considered. Hence, resulting in a difference of 6 dB in
the SNR maintaining a BER of 1 × 10−2 when all tuning states of the TMN are
considered.

In conclusion, Fig. 4.23 shows a comparison of the EVMrms considering BERs
from different digital modulation schemes. Signal bandwidths BWRF of 20MHz
and 40MHz together with the maximum and minimum voltage tuning states of the
varactors in the TMN, i.e. 0%, 0% and 100%, 100%, are also considered.

The relation between the EVM and BER confirms that the modulation scheme
with the lowest order, i.e. QPSK, is less susceptible to the influence of group delay
variations considering different signal bandwidths BWRF and the tunability of the
varactors in the matching network. BER and EVMvalues exhibit a greater difference
when modulation schemes with a higher order are evaluated, i.e. 16-QAM and 64-
QAM. Fundamentally, it can be observed that for a lower EVM a higher BER is
present, hence, confirming an influence due to dispersion in the tunability of the
matchingnetwork.These results, however, show that the performanceof thematching

Table 4.6 Comparison of QPSK, 16-QAM and 64-QAM modulation schemes in terms of SNR
and averaged Error Vector Magnitude EVMrms with different signal bandwidths BWRF

Scheme SNR/dB Stda EVMrms/% EVMrms/% per BWRF

20MHz 40MHz

QPSK 12 18.5 16.95 18.634

16-QAM 15 13.5 9.98 12.43

64-QAM 22 9 5.92 9.36
aStandard taken from 3GPP technical specification [37]
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Fig. 4.23 Comparison of EVMrms in terms of the BER considering different: (i) digital modulation
schemes: QPSK, 16-QAM and 64-QAM, (ii) voltage tuning states of the varactors in the TMN:
0%, 0% and 100%, 100%, and (iii) signal bandwidths BWRF of 20MHz and 40MHz

network fulfills requirements set by standards considering EVMrms values of 9, 13.5,
and 18.5% for QPSK, 16-QAM, and 64-QAM, correspondingly.

Summarizing the complete analysis, it has been shown that to predict the behavior,
and/or to provide the highest performance of a component in a communication system
an efficient tuning of the varactors has to be taken into account. This tuning, therefore
has to consider, apart from the typical RF characterization, the quality of a signal by
means of BER and EVM when an adaptively matching is performed.

Consequently, to enhance the performance of an adaptive matching by means of
agile components within the hardware of a reconfigurable frontend, the complete
system can be reconfigured in terms of analog and digital measures. That is, ideally,
an error free reception of data with the lowest EVM possible value to maximize the
available SNR.

In the case of the investigations presented in this work, to improve the total
efficiency or to recognize the best performance of a tunable matching network, e.g.
at the input port of the antenna according to a defined scenario, different criteria have
been considered:

• S-parameters of RF components at a defined carrier frequency fc,
• phase linearity of the RF components,
• group delay across overall signal bandwidth,
• RF signal bandwidth,
• SNR level,
• BER level,
• EVM level,
• and defined digital modulation scheme.

Thus, by providing an agile and accurate selection of the varactor values, e.g. in the
tunable impedance matching network, the most suitable system performance for a
given scenario under real conditions is attained.
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Chapter 5
System Integration and Control of Tunable
Components

Considering the exponential growth of technology related to the realization of cir-
cuits [1], a new kind of architectures including reconfigurable components can be
implemented in portable devices. Apart from the microwave characterization and
the exhibited performance at a system level of a tunable component, a design that
eases its system integration into any communication device is also required [2]. Due
to physical and electrical limitations, such as size restrictions and available power
supply, it is a sensitive task to obtain a precise control of a tunable component when
the goal is the integration into a handheld device.

In this chapter, a solution targeting reconfigurable architecturesc considering
a high-voltage control of a tunable matching network for system integration into
portable devices is proposed. For example, such a reconfigurable architecture is the
transceiver shown in Fig. 1.1 (Chap.1).

In the first sections of this chapter, the components that confirm the proof of
concept are introduced andbrieflydiscussed, e.g. considering the operation frequency
and the required tuning voltage for control. These requirements are established by
the properties of the tunable matching network. Here, thematching network based on
ferroelectric varactors presented in Chap.4 is considered for further investigations.
In the second part, a method to enable an adaptive control of the tunable matching
device bymeans of a coupler detectormodule is proposed. Finally, after integrating an
architecture in form of a demonstrator, diversemeasurements confirmed the principle
of functionality.

5.1 Dualband Antenna Module with Tunable Matching
Network

Integration of tunable components is necessary to enable reconfigurable architectures
for portable devices like PDAs, laptops, mobile phones and tablets. Nevertheless, this
represents a challenging task when specifications such as compactness and minimal
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Fig. 5.1 Proof of concept of a reconfigurable antenna module with different kind of technologies,
i.e. DRA with tunable matching network based on ferroelectric varactors enabled by CMOS high-
voltage technology handling up to 120V [3, 4]

energy consumption have to be also fulfilled, while the required spectrum remains
covered. By focusing on the system integration of a reconfigurable antenna architec-
ture based on different components and technologies, the following reconfigurable
antenna proof of concept is proposed and implemented.

In the block diagram of Fig. 5.1, core functionality of the reconfigurable antenna
module is shown. By means of this concept, the use of functional materials that
require a high-voltage, e.g. ferroelectric, liquid crystal, and MEMS, are enabled in
such a way that the antenna of the RF-Frontend can be reconfigured to ensure proper
functionality under different environments.

To realize a proof of concept that demonstrates an accurate tuning of a TMN
module, CMOS technology was used to generate the required high-voltage (HV).
This includes a high-voltage charge pump providing at least 90V from a typical 3.7V
battery as used in current mobile phones, with two digital analog (D/A) converters,
each one to tune one ferroelectric varactor of the matching network [3, 4]. In the
following sections the components of the reconfigurable architecture are introduced,
as well as the principle of operation using a dualband dielectric resonator antenna
(DRA).

5.1.1 Dualband Dielectric Resonator Antenna

An attractive employment of tunable multiband antennas, e.g. in mobile devices,
feature the independent band tuning capability considering a single operation fre-
quency while the restricted volume of the device is efficiently utilized [5, 6]. In
contrast to the UWB antenna of the demonstrator shown in Chap. 3, in this chapter
a smaller antenna is used with narrowband characteristic. This antenna exemplary
demonstrates the influence of the environment over operation at a designed center
frequency, and how the detuning of the antenna is corrected by performing an adap-
tive matching. However, the developed approach to be presented can be also applied
to UWB antennas.

http://dx.doi.org/10.1007/978-3-319-24581-2_3
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Fig. 5.2 Hybrid dielectric dualband resonator antenna [7, 8]. Input reflection |S11| with operation
bands at fc1 = 1.9GHz and fc2 = 5.1GHz

The input reflection |S11| of the low-profile antenna and its dimensions are shown
in Fig. 5.2 [7, 8]. The antenna consists of a printed monopole, covering a lower
frequency band at 1.9GHz band with an input matching better than −25 dB. The
added dielectric resonator, placed over the monopole which acts as a feed, covers an
upper frequency band at 5.1GHz with an input matching of −15 dB. The DRA is
fabricated from glass-ceramic material with a relative permittivity εr = 22 and loss
tangent tan δ = 0.005. The monopole is printed on a Rogers 4003C substrate with
εr = 3.66 and height of 0.81mm.

The DRA is constructed from a glass-ceramic material. This material provides
diverse advantages over ordinary ceramic materials [7]. Among the most important
characteristics is that highly accurate geometries can be achieved. During ceramiza-
tion, the shrinkage of the glass ceramic (<1%) is much smaller than the sintering
of a conventional ceramic (>10%). Furthermore, due to a well refined glassy phase,
pore free materials can be obtained [8]. This material is consequently considered
as an attractive option for communication technologies where multiband frequency
operation and/or multiservice antennas at the user equipment are required [9]. There-
fore, the increase of hardware in the user equipment can be avoided, e.g. by using a
minimum number of antennas.

For evaluation of the reconfigurable module a dielectric resonator antenna was
employed. An important advantage of using a dielectric resonator is that a multiband
characteristic can be easily enabled for a simple monopole antenna. Furthermore,
the placement of the dielectric resonator has minimal effects on the resonance of the
monopole itself resulting in an almost negligible influence in terms of the radiation
efficiency and the frequency of operation [10].
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5.1.2 Adaptive Control Methodology of Tunable Matching
Network

The overall operation of the reconfigurable antenna architecture envisions to follow a
methodology so that the tunable matching network together with the adaptive control
can be enabled in the most efficient way.

A solution is proposed based on requirements to be fulfilled by the components
in the architecture. Thus, apart from the reviewed BER and EVM, the frequency
of operation as well as the input reflection |S11| are to be considered. Furthermore
to achieve this requirement, the tunability response has to be taken into account.
Because the tunable matching network presented in Chap.4 includes two varactors,
each one from 0 to 90V, an abstract geometric representation of the form 2n can
be introduced. In this approach, as shown in Fig. 5.3, n represents the amount of
varactors that controls the matching network. Thus, the amount of vertices in the
polygons represent the combination between the minimum and maximum tuning
state of each varactor. The methodology starts on an arbitrary point in the polygon.
The arbitrary point represents a determined tuning state of both varactors in an
unmatched case. Then, the final tuning state that satisfies a matching criteria is found
after a number of iterations.

Depending on the application and focusing on the behavior of the input reflection
|S11| that depends on the tuning voltage, different solutions can be applied to achieve
efficiently a certain matching condition. For example, (i) if the goal is to carry out a
spectrum sensing, tuning over a determined frequency range can be applied. That is,
alternating constantly the biasing voltage of one varactor and then the other varactor.
In this case the approach is called spiral seeking. (ii) If the goal, is to have a fine
matching tuning at a single frequency of operation, one varactor can be tuned up to a
certain point, until the requiredmatching is achieved. If the condition is not achieved,

(i) (ii)

Fig. 5.3 Polygon of the form 2n based on the bias voltages to control the behavior of a tunable
matching network with two varactors. Two solutions can be implemented taking into account the
geometric principle: (i) spiral seeking approach oriented for spectrum sensing, and (ii) edge to
center approach for fine matching tuning at a defined frequency of operation

http://dx.doi.org/10.1007/978-3-319-24581-2_4
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Fig. 5.4 Response of tunable matching network based on ferroelectric varactors employing a spiral
seeking approach. Considering the boundary values 0 and 90V, the gradual voltage tuning of the
varactors is used as the base to perform an adaptive and accurate control of the reconfigurable
antenna module along the frequency axis

the second varactor is again tuned, and again the first varactor repeats the refining
process. In this case the approach is called edge to center.

This principle can also be represented in the Smith Chart by mapping the matched
impedances according to its corresponding tuning state. However, for practical cases
the shape of the polygon vanishes, and thus, makes unclear its graphical representa-
tion for this explanation purposes.

In Fig. 5.4, a representation of the input reflection of thematching network consid-
ering the varactor tuning voltage from 0 to 90V measured in a 50� environment is
shown. In the case of this matching network it can be seen that the two ferroelectric
varactors, C1 and C2, yield four boundary tuning states depending on the biasing
voltage: (0 V, 0V), (90V, 0V), (0 V, 90V), and (90V, 90V). Furthermore, based
on the described geometric principle, in this example, a spiral seeking approach is
graphically described by tuning the varactors in the form (0V, 0V) → (90V, 0V)
→ (90V, 90V) → (0 V, 90V) → (0 V, 0V), resulting, in a scanning of matched
bands from around 1.8 to 2.0GHz holding an input reflection of at least −11.5 dB.

5.1.3 High-Voltage Generation for Tunable Components

Investigations on the performance of a tunable matching network based on ferroelec-
tric varactors for different mobile standards considering microwave characterization,
e.g. scattering parameters, and a digital system analysis, e.g. BER and EVM, have
been demonstrated in Chap.4. It has been shown that each voltage tuning state of
the varactors in the matching network yield a different performance to improve the
signal quality. Fundamentally, this high-voltage is of utmost importance to precisely
control the tuning of the varactors in the matching network. Consequently, to carry

http://dx.doi.org/10.1007/978-3-319-24581-2_4
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Fig. 5.5 Top Mounted ASICs on top of chip sockets for evaluation. Bottom Layout of HV charge
pump [3] (left) and D/A converter [4] (right)

out this implementation, a solution to enable the required high-voltage tuning into
handheld devices has been faced.

In cooperation with the Integrierte Elektronische Systeme (IES) group at Technis-
che Universiät Darmstadt, TICMO Graduiertenkolleg,1 and within the framework
of the research priority program LOEWE Cocoon,2 to overcome the integration
constraint of high-voltage generation into a portable device, two different kinds of
integrated circuits were developed. These ICs can essentially provide the biasing
voltage to control tunable components, in this case of the TMN module. The first
one is a high-voltage charge pump [3] responsible to generate the required biasing
of at least 90V for the matching network. And the second one is a digital analog
converter [4] which sets the amount of voltage to tune the varactor. Therefore, two
D/A converters are required. Since the D/A converter includes 8-bit for control, the
integrated circuit can provide steps of 0.35V considering this matching network.
This value provides high flexibility when a fine tuning is required considering that
the matching network module can be tuned from 0 to 90V within a frequency range
of 200MHz.

In Fig. 5.5 mounted ASICs (Application-specific integrated circuit) on chip sock-
ets (top) and layout of the ICs (bottom) are shown. The footprint size of theHVcharge
pump with on-chip clock generators (left) and D/A converter (right) is 17.6mm2 and
3.1mm2, respectively.

Both ICs were fabricated in AMSH35 CMOS technology (0.35µm) fromAustri-
amicrosystems which enables operation voltages up to 120V. Since both ICs use the
same technology for fabrication, a further integration in a single chip can be realized.
The ASICs are mounted on empty chip sockets for single performancemeasurement,
as well as for measurement purpose of the demonstrator.

1Tunable Integrated Components in Microwave Technology and Optics, GRK1037.
2Landes-Offensive zur Entwicklung Wissenschaftlich-ökonomischer Exzellenz, Cooperative Sen-
sor Communication.
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The high DC voltage up to 120V presented in [3] is generated from a 3.7V
nominal DC supply with a maximal load current IL = 100µA based on a modified
Pelliconi charge pump structure. Thismodified design adopts a dynamic bulk-biasing
technique [11] to improve the output voltage saturation that a conventional Pelliconi
charge pump presents [12]. With respect to the D/A converters, the current con-
sumption of the ICs is 60µA when they operate at a voltage of 120V. Hence, this
high voltage can still allow proper operation of the charge pump output voltage.
Furthermore, the rising time to tune the voltage from 0 to 90V is confined as

�tmax = Vmax · C(Vmax)

ID/A
, (5.1)

where ID/A is the current provided by the D/A converter, Vmax is the maximum
applied tuning voltage by the charge pump to the TMN module, and C(Vmax) is
the corresponding capacitance of the varactor at the maximum voltage tuning state.
BST layers allow switching times in the order of nanoseconds [13]. Hence, the
limiting factor for the switching time is determined by theDACs resulting in�tmax =
0.44µs when the maximum tuning voltage of 90V with a capacitance of 0.31 pF is
considered.

Since TMNs require a precise voltage to provide the desired matching, D/A con-
verters play a crucial role during the selection of the correct varactor tuning once a
mismatch of the antenna input impedance occurs. Therefore, two static characteris-
tics can evaluate the accuracy of D/A converters: the differential nonlinearity (DNL)
and the integral nonlinearity (INL). These characteristics are correspondingly, the
deviation from the ideal step and the accumulated error to express the total deviation
(Appendix A.3). In the ideal case, each analog output step size, given in terms of the
input voltage, should correspond to exactly one least significant bit (LSB). Neverthe-
less, real D/A converters tend to differ from their ideal values, i.e. a difference of the
analog increment per step compared to an exact LSB occurs. These inherent effects
are caused due to fabrication processes, tolerances and mismatch variations [14].

In regard to this implementation, values of 0.17 LSB for theDNL, and of 0.48LSB
for the INL case were achieved. Since these measured values are smaller than
0.5LSB, these D/A converters fulfill the requirement to provide an accurate driving
voltage for the tunable matching network. Thus, the D/A converters can provide
a voltage step of 0.35V with an accuracy of ±0.175V considering the maximum
voltage of 90V.

5.2 Adaptive Control Principle and Performance

Although novel tunable components have emerged in the last years, less attention has
been given to their integration considering the monitoring and control into current
portable devices. An important challenge to solve is therefore the signal optimization
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at the antenna input port, for instance, when matching networks employ components
such as varactors requiring voltages in the order of 100V.

Two different scenarios can be considered when an antenna is reconfigured by
employing a matching circuit; (i) either when an antenna is tuned to operate at
different frequency bands to provide another service or to sense another carrier with
improved spectrum conditions, or (ii) to guarantee a defined performance at a center
frequency. In this implementation the latter case is considered for study due to the
challenging task that the impedance matching of an antenna represents in mobile
phone applications when is affected by the presence of objects located in the vicinity
of the device [15–17]. Therefore, an architecture is proposed that performs (i) the
control of the matching network, (ii) the generation of accurate high biasing voltage,
(iii) the signal monitoring, e.g. using a detector circuit with directional coupler,
and (iv) the overall communication of the components, i.e. the link between the
antenna and the processing unit so that the overall system can be continuously self-
reconfigured.

The complete reconfigurable antenna architecture is shown in Fig. 5.6 including
the adaptive control, e.g. to satisfy the matching condition of at least |S11| ≤ −10 dB
in the antenna at a frequency of operation. The core of the reconfigurable platform
consists of a dualband antenna, and a tunable matching network based on ferro-
electric varactors. The required high biasing tuning voltage is enabled by CMOS
charge pump and D/A converters to generate the correct input voltage to the TMN
module. Complementing the proof of concept shown in Fig. 5.1, by employing these
components along with a coupler detector module and FPGA, overall system inte-
gration of the reconfigurable antenna module is demonstrated. Thus, assurance of
the proper antenna performance using compact reconfigurable components evaluated
under different scenarios is further shown.

Fig. 5.6 Tunable antenna architecture. Autonomous reconfigurable platform employing compo-
nents based onnovel technologies, i.e. TMNbasedon ferroelectric varactors, dualbandDRAantenna
based on glass-ceramics and generation of high voltage from 3.7V battery by means of a CMOS
charge pump and D/A converter
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The process begins when the signal at the input port of the antenna (�Ant) is
reflected as a result of a detuning due to the influence of the surrounding environment,
such as proximity to metallic surfaces and human body, e.g. head and hand. In that
way, the coupler module together with detector diodes, monitors the change in the
input impedance of the antenna located now at the reference port of the matching
network (�TMN), and rectifies the sampled signal to enable its evaluation, e.g. in
terms of voltage.

In detail, when the coupler module detects any variation over the antenna input
impedance, this variation also appear at the reference port of the matching network
(�TMN). However, thematching network itself compensates this influence by looking
out for a tuning state that satisfies a required matching condition of the antenna, e.g.
|S11| ≤ −10 dB.

This variation in the input reflection |S11| of the antenna, now travelling in back-
ward direction from port 2 to the reference port of the directional coupler (�detector),
consequently also appears at port 4 as a portion of the reflected signal, respectively.
Based on a design including detector diodes at port 3 and port 4 branches, the RF
voltage is rectified. To interpret themeaning of themonitored signal, i.e. if amatching
condition is achieved or a compensation is required, by means of an instrumentation
amplifier and A/D converter, the rectified RF samples are differentiated. Thereafter,
the resulting signal is amplified and digitalized.

Data is further processed by an FPGA where an optimization algorithm can be
developed taking into account the properties of the matching network. Such is the
case of the number of varactors used, covered frequency and occupied bandwidth.
Although the implementation of algorithms represent an enormous field of study,
the tunability behavior has to be clearly understood to realize an effective match-
ing. Thereafter, wide alternatives of solutions can be applied, e.g. steepest decent,
gradient, among others [18, 19]. Therefore, focus on the consequences and limita-
tions of the varactor tuning is given throughout this work rather than addressing the
development of an algorithm.

In the presented implementation, the condition to obtain the minimum reflection
coefficient �Ant corresponds to the maximum difference exhibited by the scattering
parameters at the frequency of interest in the output ports 3 and 4 of the directional
coupler. In other words, considering the RF voltage detector diodes, the best possible
matching condition is conducted by the greatest voltage difference between ports 3
and 4 of the detector module. In this case a 50� reference impedance is considered,
e.g. as used in mobile phone applications.

Finally, after determining which voltage combination is necessary to improve the
signal, e.g. by means of an algorithm executed from the FPGA, the D/A converters,
fed by the HV charge pump, set the new voltages for the matching network. In
this manner, this iterative process is realized to ensure the best possible matching
condition at a defined frequency. This process is naturally limited by the frequency
range of operation of the TMN module and the detector module itself.
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5.2.1 Detector Module

The goal of this circuit is to monitor the reflection coefficient of the antenna to
perform a proper selection of the varactor voltages in the tunable matching network.
Considering the printedmonopole of the presented dualband antenna, a compensation
of the impedance mismatch in the lower band at 1.9GHz can be achieved when the
input reflection |S11| degrades due to the influence of the surrounding environment.

In the past, different methods for power measurement have been studied besides
the RF properties and characterization of single components [20]. Nevertheless, less
attention has been drawn to the implementation of this kind of circuits targeting the
control of tunable components. Furthermore, apart from the control, two different
scenarios should be compared according to the required matching: maximum output
power and minimum reflection matching. Considering the maximum output power,
this can be achieved by fulfilling the conjugate complex criteria ZS = Z∗

L. In the
second case, the minimal reflection matching condition can be met when ZS = ZL,
i.e. when both, real and imaginary parts are equal [21]. Both criteria only agree when
both impedances are equal and purely real, i.e. ZS = ZL.

For this implementation a minimal reflection matching is considered to optimize
the input reflection |S11|, however, the same detector module can be used between
the TMNmodule and the antenna to maximize the power transferred from the power
amplifier to the antenna [22, 23]. Therefore, an approach to enable monitoring func-
tionality is proposed taking into account the limitations in terms of the component
tuning frequency, reflection matching and voltage requirements.

The detector module essentially includes a directional coupler and twoRF voltage
detector diodes to rectify and compare a sample of the monitored signal. The output
voltage to decide if reflections are present at the input port of the antenna, and
therefore at the matching network, should be compensated by the TMN module
itself.

The operation principle of the directional coupler can be described based on the
complex scattering parameters matrix of a reciprocal four-port network of a direc-
tional coupler (Appendix A.2). To realize the directional coupler shown in Fig. 5.7,
two line sections with port terminations are to be considered for this implementation.
Thus, four RF ports are defined to analyze the prototype; in the main line with input
port 1 and output port 2, and in the coupled line with input port 3 and output port
4 [24].

Considering previous port configuration, scattering parameters can be described as
follows: input reflection and isolation parameters, S11 and S41 respectively, approach
its best value towards a minimum zero. Forward transmission S21 parameter reaches
its best value towards a maximum of a unity. And the coupling coefficient κ , which
in this case is defined by a threshold of 20 dB, is described by the S31 parameter, i.e.
a sampled signal with 1% of the total signal energy is taken into the coupled line.

Two modules in planar microstrip technology matched for different center fre-
quencies were fabricated on a Rogers 5880 substrate with εr = 2.2, loss tangent
tan δ = 0.0001 and 1.576mm thickness. This substrate compared to the FR4, e.g.
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Fig. 5.7 Specifications of detector modules based on−20 dB directional couplers with RF detector
Schottky diodes for monitoring of voltage variations across the load

used for the gain amplifier in the transceiver shown in Chap.3, yields a wider width
of the 50 � line offering a more robust solution for fabrication. Specially when the
width of the coupled line in the directional coupler is decreased to obtain a higher
impedance resulting in higher voltages. HSMS-2850 zero bias Schottky detector
diodes from Avago Technologies [25] were used for rectification with RC low pass
filter at the outputs of ports 3 and 4 for noise suppression and smoothness of the
signal.

Regarding the architecture diagram of Fig. 5.6, a detailed view of the directional
coupler with detector diode is shown in Fig. 5.7. The main parameters for the design
of the−20 dB directional couplers with diode detectors for rectification of the signal
are shown in the table included in Fig. 5.7. To evaluate the variation of the input
reflection at port 1 of the main line considering different reflection coefficient values
�L at port 2, the voltage difference�VP3−P4 between port 3 and port 4 of the detector
module is measured. External biasing for detector diodes is introduced in the center
part of the coupled line to increase the detection performance when the RF detectors
operate with higher current–voltage characteristic.

A directional coupler owns an inherent wideband characteristic. However, when
the detector circuit is included to rectify the RF signal the overall detector module
becomes narrowband. Fundamentally, since the diodes in the detector circuit require
to bematched at the impedance characteristic of the coupled line, a reactivematching
of the form R + j X is realized based on an inductance in series with a resistor. As
a result, this matching is essentially narrowband. Nevertheless, at the expense of
sacrificing dynamic range of the detected voltage, a broadband matching can be
achieved [26, 27]. In that way, whereas the inductance matches the reactive part of
the diode, the resistive part, which simultaneously also adjusts the dynamic range of
the detector circuit, can easily be matched.

In Fig. 5.8 the fabricated prototypes for evaluation are shown. The first prototype,
detector module 1, is fully 50�matched for operation at 1.5GHz, i.e. both, the main

http://dx.doi.org/10.1007/978-3-319-24581-2_3
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Fig. 5.8 Fabricated prototypes of detector modules 1 and 2. Voltage detector modules for operation
frequencies at 1.5GHz (left) and 1.9GHz (right) in microstrip technology with HSMS-2850 zero
bias Schottky detector diodes

line and coupled line with the same width. The second prototype, detector module 2,
designed for operation at 1.9GHz is also 50�matched along themain line. However,
the coupled line has an impedance of 126� resulting in higher detected voltages at
ports 3 and 4 of the detector module.

To summarize the fabrication of the voltage detector module, first, the directional
coupler was designed to achieve specifications, such as a coupling coefficient κ

and frequency range of operation. Thereafter, the detector circuit was included in the
simulations. And since addition of this circuit influences the response of the previous
design, the directional coupler is nowoptimized to achieve the required specifications
with the detector circuit. These specifications consider the influence of inductances,
Schottky diodes and resistors in the coupled line branches.

5.2.2 Linear Impedance Evaluation for Voltage Detection

According to Fig. 5.9, real impedance values taken from SMD resistors were used
to cover the complete range of ZL impedances in the Smith Chart along its radius in
terms of the reflection coefficient�L = ZL−ZS

ZL+ZS
with source impedance ZS normalized

to 50�.
In the table of Fig. 5.9 the set of impedances ZL in termsof the reflection coefficient

�L are shown. The set of normalized impedances ZL, norm with reference impedance
Z0 = 50� in terms of the �L value is equally distributed along the real axis of the
Smith Chart. The purpose of this distribution is to perform a linear evaluation of
the detected voltages considering different loads. Moreover, if the linear distribution
would rotate around its origin �L = 0 axis, i.e. at ZL, norm = 1, voltage evaluation
with complex impedances that consider also the imaginary plane over the same linear
axis would still hold the linear condition.
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Fig. 5.9 Smith Chart with equally distributed reflection coefficient �L values along the real axis,
i.e. different normalized impedances ZL, norm considering a linear evaluation of the adaptive control
module are taken into account

To optimize the input reflection of the signal at the antenna port, such as in Fig. 5.7,
the signal is monitored by the detector module. The detector module provides two
voltages for comparison at port 3 and port 4 related to the incoming signal at ports
port 1 and port 2, respectively.

Both signals at ports 3 and 4 of the detector module are compared in such a way
that for the highest voltage difference the matching condition approaches a reflection
coefficientmoving towards�L → 0, i.e. thematched casewith the lowest |S11| value.
And for the lowest voltage difference, the reflection coefficient converges on values
towards �L → ±1, i.e. the input reflection requires optimization to reach at least the
condition |S11| ≤ −10 dB.

In ideal cases, a perfect symmetry between negative and positive values with
same magnitude of the reflection coefficient �L can be achieved. In cases where
the RF detector operates at other frequency different from the designed, changes in
the impedance characteristic of the detector diode are present. Thus, an asymmetric
response arises. Furthermore, tolerances and fabrication constraints of the employed
components can also contribute to this asymmetric behavior. The consequences of
this asymmetry, considering the usability of the detector module are explained in
detail in the following sections.

Microwave Characterization of the Detector Module

The design of a detector module considers a compromise between the matching at
the input port of the main line, the effect of the coupling coefficient between the
lines, and the maximum detected voltage difference at a desired operation frequency.
As an example of this, measurements and simulations of the optimized directional
coupler without considering the effect of the detector circuit are shown in Fig. 5.10.

The setup for evaluation employed a 4-Port network analyzer from Agilent, and
for the simulations AWR Microwave Office. In the case of directional coupler 1, in
spite of an initial simulate coupling coefficient parameter κ = −20 dB, the coupling
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Fig. 5.10 Scattering parameters measurement and simulation of coupler 1 and 2 for �L = 0. |S21|
parameter with an insertion loss of less than −0.3 dB. |S11| parameter with a reflection lower than
−40 dB. Difference between coupling factor |S31| and |S41| parameter of 18 dB for coupler 1 at
1.5GHz and of 8 dB for coupler 2 at 1.9GHz

|S31| is increased to a value around −17dB. In the case of directional coupler 2, the
|S31| remains close to −20dB at an expense of a reduction in the |S41| isolation. In
other words, the difference between |S31| and |S41| at a defined center frequency will
determine the maximum detected voltage when ZAnt = 50�, i.e. �Ant = 0. In these
prototypes a difference of 18dB for coupler 1 at 1.5GHz, and of 8 dB for coupler 2 at
1.9GHz, is achieved. This results in a larger detection range for coupler 1 compared
to coupler 2 without considering the influence of the detector circuit.

Simulations in terms of the scattering parameters for different load impedances
are performed to show operation of the detector module at defined center frequency.
In Fig. 5.11, a S-parameter result of the main line ports, i.e. |S11| and |S21|, and the
coupled line ports, i.e. |S31| and |S41|, are shown for directional coupler 1 including
the rectification circuit with detector diodes.

By sweeping different reflection coefficient values at port 2 of the main line to
obtain scattering parameter results, it can be clearly recognized that for �L = 0,
i.e. ZL = 50�, a minimum value lower than −25 dB for the input reflection |S11|
is obtained. The forward transmission |S21| remains almost flat at 0 dB over the
complete frequency range. And in the remaining cases when �L → ±1, the value
of the input reflection |S11| increases towards zero and the value of the forward
transmission |S21| decreases below −60 dB.

In the case of the coupled line, for the |S31| it can be seen that the value around
the center frequency fc = 1.5GHz exhibits an almost constant behavior, and thus,
referring to the coupling coefficient κ specification. In the case of the isolation |S41|
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Fig. 5.11 Scattering parameters sweep simulation for different reflection coefficient values �L =
[−1, . . . ,+1] of directional coupler 1 with detector diodes and rectification circuit tuned at a center
frequency fc = 1.5GHz. S-Parameters notation: S11: Input reflection. S21: Forward transmission.
S31: Coupling factor κ . S41: Isolation

at the operation frequency of 1.5GHz, the behavior shows that for �L = 0 a value
of around −45 dB is achieved, while values approaching a maximum of −20 dB are
obtainedwhen the reflection coefficient is evaluated for�L → ±1. Finally, regarding
the directivity of the directional coupler, an acceptable value of around +25 dB is
reached.
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5.2.3 Measurements and Performance of Detector Module

Voltage detection measurements considering different reflection coefficients �L, i.e.
for different ZL load impedances, were carried out with the setup shown in Fig. 5.12.
A network analyzer was employed at port P1 of the detector module to set up the
input signal in terms of frequency and input power. Two digital multimeters to read
out the detected voltages at ports 3 and 4, and a source meter for external biasing of
the Schottky detector diodes were utilized. Although the Schottky detector typically
does not require any external bias for operation, higher detected voltages can be
obtained by applying a forward DC bias voltage. Thus, resulting in a larger detection
range that benefits the accuracy of the adaptive matching process. The overall setup
made use of a GPIB (General Purpose Interface Bus) link for communication via
Matlab.

The detector circuit should be equally matched in both branches of the directional
coupler, i.e. ports 3 and 4, considering the frequency of operation at which the reflec-
tion coefficient is to be monitored. In this way, a symmetric voltage behavior, in the
ideal case, can be achieved when evenly negative and positive values of the reflection
coefficient �L are evaluated. For example, minimum detected voltage difference for
�L = ±1 and maximum detected voltage difference for �L = 0.

An estimation of the maximum voltage difference between ports 3 and 4 of a
detector module in terms of the characteristic impedance Z0, coupled line along the
coupled line, can be calculated by

�Vmax,P3−P4

V
=

√
10

(
Pin
dBm − κ

dB

)

10 · 1mW · Z0, coupled line

�
. (5.2)

Thus, the detection of voltage in terms of power for the ideal case takes into
account for detector module 1 Z0, coupled line 1 = 50�, and for detector module 2
Z0, coupled line 2 = 126�, bothwith κ coupling factor. Thatmeans, a perfectmatching
condition with minimum reflection when �L = 0, yields

Fig. 5.12 Measurement
setup for voltage detector
module measurements.
The setup is controlled
via GPIB communication
with different ZL load
impedances to represent a set
of �L reflection coefficients
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Fig. 5.13 Detected voltage in terms of diode biasing voltage Vbias, and reflection coefficient �L
at a center frequency fc for detector modules 1 and 2. Both detector modules exhibit its maximum
detected voltage difference �VP3−P4 at �L = 0 for external biasing up to Vbias = 0.1V

Pin

dBm
= PP1

dBm
= PP3

dBm
+ κ

dB
(5.3)

without energy at isolation port 4. Therefore, considering the maximum power level
of the input signal recommended by the manufacturer, and based on Eq. (5.2) in the
case of an input power Pin = 0 dBm, the maximum voltage difference �Vmax,P3−P4
results in 22mV for detector module 1 and 35mV for detector module 2.

Performance of detector modules considering external biasing voltage Vbias from
0 to 0.5V at the designed center frequency of each detector module is shown
in Fig. 5.13. Measurements were performed at frequencies fc = 1.5GHz for
module 1, and at fc = 1.9GHz for module 2. The resulting detected voltage differ-
ence�VP3−P4 between ports 3 and 4 shows that the maximum detected voltage shifts
from a reflection coefficient �L = 0 towards a value of �L = 1 when the biasing
voltage of the diodes is increased.

In the case of detector module 1, when the detector is operated at Vbias = 0.1V,
the overall response of the module reaches a detection around 20mV at �L = 0 as
predicted by Eq. (5.2). In the case of detector module 2, the expected detected voltage
of around 35mV described by Eq. (5.2) is strongly decreased to values around 4mV.
On the one hand, due to fabrication constraints of the soldered elements in the 126�

coupled line, resulting in an inaccurate matching for the detector diode. And on the
other, due to the range difference shown by the coupling |S31| and isolation |S41| in
Fig. 5.10, and thus, decreasing the overall voltage difference.

Themaximumdetected voltage difference in bothmodules at�L = 0 corresponds
to an external biasing aroundVbias = 0.1V.As a consequence of the diode impedance
dependence on the saturation current and the externally applied biasing, a symmetric
behavior with maximum detected voltage difference at �L = 0 is observed for lower
biasing voltages.

To confirm the correct operation of the detector modules, separated voltage mea-
surements of port 3 and port 4 at fc = 1.5GHz for module 1, and at fc = 1.9 GHz
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Fig. 5.14 Single port voltagemeasurements of port 3 and port 4 in terms of the reflection coefficient
�L for detector module 1 at fc = 1.5GHz and input power Pin = 0 dBm. The shadowed area
represents evaluation for input power Pin between −1 and +1 dB

Fig. 5.15 Single port voltagemeasurements of port 3 and port 4 in terms of the reflection coefficient
�L for detector module 2 at fc = 1.9GHz and input power Pin = 0 dBm. The shadowed area
represents evaluation for input power Pin between −1 and +1 dBm

for module 2, are shown in Figs. 5.14 and 5.15 respectively. It is clear to observe
that while the voltage at port 3 in both modules exhibits a relatively flat and con-
stant response, the behavior of detected voltage at port 4 is different in module 1
than in module 2. In the case of module 1, a sharper bending is obtained at values
approaching |�L| → 0 than in the case of module 2, and therefore, resulting in a
larger detection range.

In Figs. 5.16 and 5.17 the behavior of modules 1 and 2 is shown in terms of the
difference between detected voltages �VP3−P4 , and the reflection coefficient �L at
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Fig. 5.16 Measured detected voltage for module 1 with 50� main line and coupled line. Mea-
surement of the detected voltage difference �VP3−P4 between ports 3 and 4 for different reflection
coefficient �L values taking into account: center frequency fc and diode biasing voltage Vbias.
Working frequency range: from 1.4 to 1.6GHz with input power Pin = 0 dBm. The shadowed area
represents evaluation for input power Pin between −1 and +1 dBm

different center frequencies fc. Considering the results of the detector module in
terms of diodes’ biasing voltage, measurements were performed with and without
applying external biasing voltage of the detector diodes with Vbias = 0V and Vbias =
0.1V, and input power Pin = 0 dBm to investigate the behavior of the detector
module in terms of voltage sensitivity3 and detection range. The shadowed area
represents the measured input power from Pin = −1 dBm and Pin = +1 dBm.

In Fig. 5.16 module 1 exhibits a symmetric behavior at the designed center fre-
quency fc = 1.5 GHz in the case of Vbias = 0V and Pin = 0 dBm with maximum
value �VP3−P4 at �L = 0. In the other frequency cases, at fc = 1.4GHz for values

3Sensitivity of the detector module is here considered as the variation of the resulting voltages from
port 3 and port 4 (VP3 and VP4 ), with respect to the variation of the reflection coefficient�L at port 2.
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Fig. 5.17 Measured detected voltage for module 2 with 50� main line and 126� coupled line.
Measurement of the detected voltage difference�VP3−P4 between ports 3 and 4 for different reflec-
tion coefficient �L values taking into account: center frequency fc and diode biasing voltage Vbias.
Working frequency range: from 1.7 to 1.9GHz with input power Pin = 0 dBm. The shadowed area
represents evaluation for input power Pin between −1 and +1 dB

of �L < 0 and at fc = 1.6GHz for values of �L > 0 although the detected voltage
slightly experiences an asymmetric response, the maximum �VP3−P4 is still located
at �L = 0.

If biasing voltage Vbias = 0.1V is applied, the overall response of the module
increases the detection range from around 9mV to almost 20mV. However, this pro-
duces also a change in the impedance of the diode resulting in a stronger asymmetric
behavior when the reflection coefficient approaches values |�L| → 1.

The asymmetric response arises as a consequence of operation at a different center
frequency and biasing voltage of the detector diodes, thus, resulting in an unbalanced
matching in the branches at ports P3 and P4 with respect to the impedance of the
RF detector under these different conditions. Consequently, this nonlinear effect
produces that the maximum detected voltage at a designed fc and originally centered
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at �L = 0, shifts the value itself to a higher reflection coefficient value deforming the
overall response. For example, �L = +0.2 at fc = 1.6GHz, and �L = +0.3 with an
even stronger asymmetric effect when the frequency is increased to fc = 1.7GHz.

In Fig. 5.17, it can be seen that module 2 exhibits a symmetric behavior with a
maximum detected voltage �VP3−P4 for a reflection coefficient �L = 0, i.e. ZL =
50�, from 1.7 to 1.9GHz with and without applying external biasing voltage Vbias
at input power Pin = 0 dBm. When the Schottky diodes of the detector module
are biased with Vbias = 0.1V, the maximum detected voltage difference �VP3−P4
at �L = 0 increases from 1mV to almost 4mV at 1.9GHz. At 2.0 GHz, without
external biasing, the maximum detected voltage difference �VP3−P4 is shifted to a
value around �L = +0.2 since the impedance of the diode differs from the matching
performed at the designed frequency fc = 1.9GHz. This effect is more pronounced
when external biasing Vbias = 0.1V is applied.

The best results can be found as a result of a compromise considering center fre-
quency fc, detected voltage difference�VP3−P4 , external biasing Vbias and symmetry
with maximum detected voltage with respect to �L. In the case of detector module
1 at fc = 1.5GHz without external biasing this corresponds to a value Vbias = 0V.
And for detector module 2 at fc = 1.9GHz with external biasing Vbias = 0.1V.

An overview of the aforementioned cases with input power Pin = 0 dBm is
shown in Fig. 5.18. With this power a frequency sweep from 1.4 to 1.7GHz for
detector module 1, and from 1.6 to 2.0GHz for detector module 2 is performed.
While module 1 exhibits a good performance with maximum �VP3−P4 for �L = 0
and minimum �VP3−P4 for |�L| = 1 from 1.4 to 1.6GHz with detected voltages
of around �VP3−P4 = 7mV, module 2 operates from 1.7 to 2.0GHz with detected
voltages of around �VP3−P4 = 4mV.

To provide an overview of detectormodules 1 and 2 in terms of the input power Pin
tolerance, measurements of both modules are shown in Fig. 5.19. The measurements

Fig. 5.18 Overviewof voltage detectormodules 1 and 2 in terms of the frequency range of operation
fc at a fixed externally biasing voltage Vbias = 0.1V. Detector module 1 with operation range from
1.4 to 1.6GHz. Detector module 2 with operation range from 1.7 to 2.0GHz
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Fig. 5.19 Overview of voltage detector modules 1 and 2 in terms of the input power Pin at a
frequency of operation fc = 1.5GHz for detector module 1 and fc =1.9GHz for detector module
2 without external diode biasing voltage Vbias

are performed at its corresponding center frequency of operation fc without external
biasing, i.e. 1.5 and 1.9GHz.

It can be seen in both cases that the influence in the variation of the input power
Pin from −1 to +1 dBm is almost negligible. When the input power is increased, it
produces higher detected voltages for a reflection coefficient�L = 0 in bothmodules
without affecting the symmetry in the remainder �L values. In the case of module
1, a maximum variation of around ±2.4mV with �VP3−P4 = 8.6mV is observed,
and for module 2 of around ±1mV with �VP3−P4 = 3.4mV. For both modules a
relative voltage variation of 30% with respect to the maximum value at �L = 0 is
shown.

It has been shown in Fig. 5.18 that both detector modules perform well at a deter-
mined range of frequencies. Particularly at the designed center frequencies even with
almost perfect symmetry as shown in Fig. 5.19, i.e. at fc =1.5GHz for module 1,
and at fc =1.9GHz for module 2. However, to confine the proposed adaptive control
approach, presented results require to be interpreted considering the voltage sensi-
tivity of the detector modules. That means, the variation of the reflection coefficient
in terms of the detected voltage difference�VP3−P4 at ports 3 and 4 of the directional
coupler.

In Fig. 5.20, a numerical comparison considering the magnitude of the reflection
coefficient |�L| in decibels compared to the detected voltage difference �VP3−P4 for
both detectormodules is shown. Themagnitude reflection coefficient is considered to
clearly observe the behavior of its negative and positive values in the same coordinate
plane. This behavior determines whether the optimization algorithm (i) minimizes
the cost function to a determined detected voltage in the case of a symmetric response,
e.g. at 1.5GHz for detector module 1 to obtain a reflection coefficient with at least
−10 dB and�VP3−P4 = 8mV; or (ii) maximizes the cost function to find the extreme
value of the detected voltage in an asymmetric response, i.e. when a detected voltage
difference �VP3−P4 represents two values of the reflection coefficient �L.
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Fig. 5.20 Sensitivity performance of detector modules 1 and 2 at different operation frequencies
fc. The analysis considers the variation of detected voltage difference �VP3−P4 in terms of the
absolute value of the reflection coefficient �L. Depending on the operation frequency, while for
module 1 the optimum value lies at around 9mV, for module 2 this value lies between 3 and 5mV

Different conclusions can be drawn from this analysis. At the designed center fre-
quencies, detector module 1 shows a more symmetric behavior compared to detector
module 2, i.e. at fc = 1.5GHz and fc =1.9GHz respectively. Considering the oper-
ation bandwidth where at least the −10 dB matching condition can be achieved by
finding the maximal value of �VP3−P4 , module 1 can operate within a 200MHz
bandwidth from 1.4 to 1.6GHz, yielding 13% of relative bandwidth. In the same
way, module 2 can operate within a 300MHz bandwidth from 1.7 to 2.0GHz, yield-
ing 16% of relative bandwidth. Regarding the detected voltage difference �VP3−P4 ,
while module 1 is more sensitive reaching values around 9mV, module 2 can find
the best optimum value with voltages between 3 and 5mV. However, to overcome
this drawback, amplification of the detected voltage can be performed together with
post processing and a high resolution A/D converter.

Considering previous results, to perform an adaptive control via tunable matching
network, the detected voltage difference �VP3−P4 , i.e. the monitored signal, has to
be amplified to a voltage value suitable for the operation voltage range of the A/D
converter from 0 to 5 V. To realize this task, the instrumentation amplifier INA116
from manufacturer Texas Instruments [28] and the 20-bit A/D converter LTC2377
from manufacturer Linear Technology [29] were employed (Appendix A.4). Con-
sidering the full range of the 20-bit A/D converter, discrete steps of around 5µV
can be obtained. The discretization voltage, shown in Table5.1, considers the max-
imum voltage difference of each module at a reflection coefficient �L. This yields
for detector module 1 at 1.5GHz steps of 8.6 nV, and in the case of detector module
2 at 1.9GHz steps of 3.5 nV, when the instrumentation amplifier is set to a voltage
gain of 540 and 1450 to cover the A/D converter range of 5V.

To achieve a finer symmetric detection of the impedance variations in terms of
the reflection coefficient �L, and to increase the sensitivity of the detector module



www.manaraa.com

94 5 System Integration and Control of Tunable Components

Table 5.1 Discretization of voltage steps considering maximum voltage difference �Vmax, P3−P4
of detector modules at a center frequency, and required amplification gain to operate the 5V voltage
range of the 20-bit A/D converter

Module fc/GHz �Vmax, P3−P4/mV Voltage
gain

VADC steps/µV VDetector steps/nV

1 1.5 8.65 540 5 8.6

2 1.9 3.47 1450 5 3.5

considering the voltage steps, a refinement in the branches of the coupled line can
be carried out. This improvement takes into account the impedance of the detector
diodes at the specific operation frequency or frequency range. Specifically, in the
case of module 2, where soldering of components resulted in a challenging task
due to the reduced width of the 126� line, optimization of the matching balance at
the terminals of the coupled line results in higher detected voltages. Furthermore, a
compromise between the voltage range of the A/D conversion and voltage step of
the detector module can be found. This compromise allows to obtain an accurate
conversion without using all bits for digital conversion. Hence, resulting in reduced
computation times to find the optimum matching value.

Taking into account the frequency of operation of the dualband antenna and tun-
able matching network module of the overall antenna architecture presented in this
work, module 2 is selected. The performance shown by detector module 2 is compat-
ible and in good agreement for functionality in terms of detected voltage to combine
it with the remainder stages of the architecture shown in Fig. 5.6, i.e. instrumenta-
tion amplifier and A/D converter. Thus, according to the required specifications for
further post-processing of the monitored signal by the D/A converter and the HV
Charge-Pump, adaptive reconfiguration in the lower band of the dualband antenna
can be performed.

5.2.4 FPGA-Control Based WARP Radio

To process the influence of the reflections at the antenna port, i.e. to detect and
to read out the output voltages from the detector module, an FPGA is employed.
The FPGA of the WARP board integrates a microcontroller core, MicroBlaze. This
soft processor core, mainly designed for Xilinx FPGAs, is in charge of running the
designed code. That means, tasks such as programming and running of diverse test
and control algorithms can be also performed. For example, to select the correct
tuning state of the varactors in the matching network module. In Fig. 5.21, an FPGA
embedded in a WARP (Wireless Open-Access Research Radio) Radio v3 Board is
shown [30].

Out of the scope of this work, however, foreseeing the further development of the
overall reconfigurable architecture, significant advantages to use theWARP platform
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Fig. 5.21 WARP Radio v3 Board with RF modules at 2.4 and 5GHz, FPGA Xilinx Virtex-6 and
diverse I/O ports for connection with external hardware and software modules [30]

Fig. 5.22 Simplified block diagram of the WARP Radio v3 Board [30]

are to be mentioned. As one of the most important reasons for its employment is that
this radio can directly perform digital baseband processing. In this way, no additional
hardware for this part is required when a full analysis from the RF down to the
baseband and vice versa is intended to be performed. Furthermore, other tasks can
be implemented like interconnection with other hardware RF modules such as the
LimeMicrosystems Board (Chap.3), or with other software tools for digital analysis
such as Matlab/Simulink (Chap. 4).

The block diagram shown in Fig. 5.22 provides an overview of the WARP Board
hardware design. The radio includes two Rx/Tx RF interfaces at 2.4 and 5GHz. For
this implementation, an Ethernet module, as well as User I/O of the WARP board
together with an FMC (FPGAMezzanine Card) module are used to set the necessary
registers at the inputs of the high-voltage CMOS D/A converter, and hence, to tune
the matching network module.

http://dx.doi.org/10.1007/978-3-319-24581-2_3
http://dx.doi.org/10.1007/978-3-319-24581-2_4
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5.3 Reconfigurable Module Measurements

The reconfigurable antennamodulewas developed in two stages to carry out the proof
of concept that integrates operation of the dualband antenna with adaptive control of
the tunable matching network, high-voltage charge pump and D/A converters.

In the first stage, based on the block diagram of Fig. 5.1 a prototype for evalua-
tion of the dualband antenna module is shown in Fig. 5.23. In the case of the D/A
converters, switches (bottom left) are used to change the input code so that different
tuning voltages can be generated. Thus, reconfiguration of the antenna is performed
by changing the capacitance of the varactors in the TMN module.

In the second stage, to overcome the necessity to employ switches for control of the
matching network, an adaptive control module based on a voltage detector module is
included. The embedded FPGA in theWARPmodule together with voltage translator
are employed to set up the D/A converters that provide the high voltage to tune the
matching network module (Appendix A.5). Based on the block diagram of Fig. 5.6,
the overall reconfigurable antenna architecture based on a dualband dielectric res-
onator antenna, ferroelectric tunable matching network, CMOS D/A converters with
high-voltage charge pump supplied by a 3.7V battery and the adaptive control is
shown in Fig. 5.24.

The complete setup was measured to verify the voltage stability of the HV charge
pump in joint functionality with the D/A converters, matching network and antenna.
Furthermore, the control for the independent tuning of the monopole band at fc =
1.9GHz and its influence over the DRA band fc = 5.1GHz was investigated. Thus,
different detuning cases were performed by simple reallocation or positioning of the
antenna near metallic surfaces and the human body, e.g. next to the head or covered
by the hand.

Fig. 5.23 Photo of the reconfigurable antenna demonstrator prototype. The setup for evaluation is
integrated by DRA, ferroelectric matching network, HV charge pump supplied by a 3.7V battery,
D/A converters and dip switches for voltage control. The realized demonstrator has been devel-
oped within the framework of the LOEWE research priority program Cocoon “Cooperative Sensor
Communication”
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Fig. 5.24 Photo of the complete reconfigurable antenna demonstrator prototype. The setup for
evaluation is integrated by DRA, ferroelectric matching network, HV charge pump supplied by a
3.7V battery, D/A converters and adaptive DC control based on directional coupler with detector
diodes, instrumentation amplifiers and FPGA embedded in a WARP Radio platform. The realized
demonstrator has been developed within the framework of the LOEWE research priority program
Cocoon “Cooperative Sensor Communication”

Fig. 5.25 Measured input
reflection for different
evaluated cases
(matched/unmatched) of the
DRA input impedance

Measurement results of the input matching |S11| with and without matching for
different cases of the dualband antenna are shown inFig. 5.25.While strongmismatch
in the lower band of the antenna is clearly observed by the influence of the detuning,
in the upper band this influence is almost negligible in all cases since reflection values
of around−15 dB are hold. In this way, the detuning influences mainly the monopole
band by shifting the center frequency of the antenna into a lower or higher frequency,
i.e. from 1.5 to 2.3GHz, or by reducing the reflection to values worse than −10 dB.
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Fig. 5.26 Matching of the
monopole band considering
a spectrum sensing approach.
Matching performed across
different E-UTRA frequency
operating bands for LTE
(bands 2, 3, 9, 33, 35–37,
39) [31]

To compensate the observed mismatch of the lower band, the required tuning
voltages of the matching network were applied. In this case a fine matching tuning
approach at a fixed frequency is applied. Thus, the center frequency of the antenna
is stabilized at the desired center frequency of 1.88 dB with reflection values around
−25 dB. Furthermore, it can be seen that both bands become narrower when the
|S11| ≤ −10 dB matching condition of the monopole band is satisfied by the TMN
module, i.e. maximum 10% of the total energy is reflected. For the lower band, the
antenna bandwidth is reduced from 420 to 110MHz, and for the upper band from 640
to 270MHz, i.e. the antenna becomes more selective by 74 and 57%, respectively.

Further focusing on thematching of themonopole band, to exemplify the spectrum
sensing approach, matching across different frequency bands is shown in Fig. 5.26.
Multiple measurements considering different biasing voltages of the tunable match-
ing network show allocation of different operation frequencies for LTE. Compared
to the results shown in Fig. 5.25, where a fine matching is demonstrated at a fixed
frequency, in this case, tuning of the center frequency is performed covering diverse
bands between 1.8 and 2GHz with an input reflection |S11| better than −10GHz.

In overview, three facts havebeen successfully faced to carry out the demonstration
of the reconfigurable antenna proof of concept: the first one, is the accurate generation
of the required tuning voltages for operation of the TMN module, i.e. by means of
CMOS integrated circuits. The secondone, is themonitoring of the signal that triggers
the decision, if reconfiguration is whether necessary to be performed or not. And the
last one, complemented by the first one and the latter, is that the architecture is able
to adaptively reconfigure the hardware via software. This means, an FPGA-WARP
embedded module is employed, where the monitoring and control methodology for
the matching network can be programmed and therefore, to provide the required high
voltage for the matching network.

After the proof of concept presented throughout this work, a general on-chip
integration of the complete architecture is strongly recommended so that this proto-
type is enabled for commercial use within a portable device, hence, offering another
possibility to employ reconfigurable devices. Furthermore, an optimization of the
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individual modules that integrate the architecture could improve the overall perfor-
mance by following further considerations:

The presented approach has been demonstrated employing a dualband antenna.
However, awide variety of antennas can be used according to the required application
considering, e.g. covered bands, compactness, gain, and directivity.

On the tunable matching network, important factors are the frequency range of
operation, required tuning speed, required voltage, power consumption, linearity,
and supported bandwidth according to the employed material to reconfigure the
tunable device. However, apart from semiconductor technology and ferroelectric
films, liquid crystal and RF MEMS take also a prominent place as an attractive
solution to introduce tunability.

The frequency range of operation regarding the RF detector matching circuit
together with the directional coupler are of primary importance. Thus, technology
refinements such as soldering and investigation of diverse diodes to increase voltage
sensitivity within a frequency range can avoid the use of an amplification stage for
A/D conversion. On-chip integration can be another option to reduce the size of the
overall module. Due to the reduced size of mobile devices, design of MIMO antenna
systems require to cope with the intrinsic coupling between the antennas of the
user equipment. By combining the presented detector module with tunable couplers,
this concept can be further developed for MIMO applications to compensate the
introduced coupling due to the employment of multiple antennas to cover different
Tx/Rx bands, e.g. to enable spatial diversity or spatial multiplexing.

On the voltage of the reconfigurable antenna module, stacking of the integrated
CMOS circuits, i.e. HV charge pump and D/A converter, can reduce the size of the
footprint. Compatibility of the required input voltage between the FPGA and A/D
converter can be performed to reduce the amount of employed external elements,
such as voltage translator and inverting amplifiers.

Finally, apart from the required processing and refinement of the hardware part
for enhancement of the RF-Frontend, integration and verification of the baseband
processing including software and algorithms should be performed. In thisway, archi-
tecture limitations in terms of digital measures can be also identified. Furthermore,
although this demonstrator employs a narrowband antenna, the developed approach
can be used targeting UWB antennas such as employed in the wide tuning range
architecture presented in Chap.3. However, the limitation is the inherent frequency
dependence, and hence, driven bandwidth of state-of-the-art components.

Hence, the importance of this architecture resides fundamentally in ensuring a
certain quality of service. That is, not only during a simple telephone call, but also in
scenarios with high-quality demands. Such is the case of video resources or remote
controlling of objects in sensor networks when portable devices are subject to differ-
ent conditions, and thus, arising effects that severely alters the required performance.

http://dx.doi.org/10.1007/978-3-319-24581-2_3
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Chapter 6
Summary and Outlook

In this work, focusing on reconfigurable transceiver architectures, a thorough inves-
tigation is given relying on proposed approaches and demonstrated hardware imple-
mentations. Such architectures can target innovative communication systems such
as multiband and multistandard cognitive radios, software-defined-radios, wireless
sensor networks handling diverse sources of information, e.g. smart environments,
RFID and car-to-car communications, among others, together with current and future
mobile communications like IMT-Advanced 4G and not yet standardized 5G.

It has been shown by means of one hardware architecture, that by employing
state-of-the-art technologies, transmission and reception of signals can be achieved
from the baseband part up to the RF part within a continuous frequency range up to
7 and 6GHz, respectively. This concept includes a commercial available RF-signal
processor from the manufacturer Lime Microsystems and a mixer module from the
manufacturer RFMD along with wideband characteristic components. For further
development of this hardware demonstrator, a refinement process focusing on a ded-
icated application should be performed, particularly bearing in mind diverse factors
such as compactness of the antenna and circulator. Compatibility of the required
operation frequency range among the diverse elements can be optimized, e.g. mixer
and amplification stages. In the case of the mixer module, wider matching of at least
3GHz can greatly improve the performance of extended transmission and reception
frequency bands. Similarly, considering the employed circulator, a key factor is to
increase its 3 dB bandwidth and isolation between Tx and Rx signal paths. Ideally,
a compact wideband tuning duplexer could satisfy size and frequency requirements.
Yet, state-of-the-art technology is not able to cover such wide frequency range. Con-
sequently, a discretization of the wide frequency range can fulfill this requirement,
e.g. by exploiting the tuning range of agile components such as phase shifters, ampli-
fiers, filters and matching networks. Standing as potential candidates to realize this
kind of components, aside from the well-established semiconductor technologies,
MEMS and ferroelectric materials take a prominent place.

© Springer International Publishing Switzerland 2016
E. Gonzalez Rodriguez, Reconfigurable Transceiver Architecture for Multiband
RF-Frontends, Smart Sensors, Measurement and Instrumentation 17,
DOI 10.1007/978-3-319-24581-2_6
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Another primary contribution of this work, is the comprehensive investigation
of the influence on system performance of the frequency dispersion targeting RF
microwave tunable components, concretely, for reconfigurable architectures. Initially
this topic dealt with a non tunable component to understand the fundamental behavior
of this nonlinear effect, and afterwards by introducing an agilemultiband component,
i.e. a tunable impedance matching network. This investigation provides a bridge
between the analog and digital worlds to demonstrate and to facilitate a relation
between RF and baseband characteristics. That is, the characterization in terms of
scattering parameters together with Bit Error Rate and Error Vector Magnitude.
Hence, this results in an attractive approach to consider during the development
process and utilization of such agile components, e.g. (i) to determine whether a
component fulfills certainmetrics and standardswithin a communication system, and
(ii) to decide if a component reconfiguration is required at system level architecture
considering aforementioned characteristics.

The complete analysis of the simulated filters as well as for the measured tunable
impedance matching network has been performed by an implemented testbed devel-
oped in Matlab and Simulink assuming a 50� environment. This testbed, together
with a software and hardware implementation, were also used as the basis within
the framework of the AiF1 funded project “Entwicklung eines Modellsystems zur
Charakterisierung der Übertragungsstrecken von industriellen Netzwerken zwischen
Satellitenantenne und Receiver” (eng. “Development of a System Model for Char-
acterization of Transmission Paths between the Satellite Antenna and the Receiver
of Industrial Networks”).

In effect, from a theoretical analysis based on filter characteristics, the influence
of a nonlinear phase response is studied and evaluated resulting in group delay
variations over the Bit Error Rate. A comparison between a flat filter and filter with
ripples of 0.5 dB in the amplitude response, has shown that the joint influence of
the amplitude, phase, and as consequence in the group delay across a defined signal
bandwidth, raises a degradation of more than 2.5 dB in the signal-to-noise ratio for
an error probability of at least 1× 10−4 in a 16-QAM scheme.

The analysis of phase nonlinearities was also extended by the investigation of a
tunable impedance matching network based on ferroelectric varactors with center
frequency at fc = 1.9GHz. The importance of these kind of components resides
in the fact that they can ensure a defined signal quality and mitigate the effect of
distortion sources at the input of the antenna in a portable device. The performance
shown by its measured scattering parameters, and also represented in terms of the
Bit Error Rate and Error Vector Magnitude places this functional material as a good
candidate for employment in reconfigurable architectures. On the RF side, the TMN
module has exhibited a maximum variation of the insertion loss of less than 0.2 dB
and a return loss of less than−11 dB considering a tuning range from 1.8 to 2.0GHz
with tuning voltages up to 90V.

1AiF: Arbeitsgemeinschaft industrieller Forschungsvereinigungen—eng. German Federation of
Industrial Research Associations.
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On the digital side at a component level, it can be considered the dispersion
of the tunability from the untuned state to the maximum tuned state at an error
probability of 1× 10−6 for comparison. Also different digital modulation schemes
are considered yielding noticeable variations in the SNR. For aQPSK digital scheme,
a negligible influence is exhibited for signal bandwidths of 20 and 40MHz. For the
16-QAM scheme, a variation in the SNR of up to 1 dB is present between untuned
and maximum tuned state when a signal bandwidth of 40MHz is tested. And finally,
for the 64-QAM scheme, signals with a narrower bandwidth of at least 20MHz
have shown a difference in the SNR of 2 dB from the untuned state to the maximum
tuned state. In terms of the error vector magnitude, digital modulation schemes
QPSK, 16-QAM and 64-QAM have shown comparable good results to required
levels established by current mobile standards, e.g. GSM, UMTS and LTE. These
comparable EVM results considering the tunability of the matching network from
the untuned state to the maximum tuned state, exhibited a variation of less than 0.4%
for 64-QAM scheme, less than 0.3% for the 16-QAM scheme, and less than 0.1%
in the case of the QPSK scheme.

Another major contribution of this work, is the adaptive antenna matching
approach that accurately controls the varactors in a matching network taking into
account a high voltage in the range of 100V. For this reason, to connect the digital
analysis regarding the tunability in terms of scattering parameters with a tangible
experimental comparison, a hardware implementation was developed during this
work. This implementation enables the use of an adaptive control for matching net-
works exploiting tunable capacitances requiring voltages that today’s devices, e.g.
mobile phones and tablets, currently cannot sustain. Apart from the required high
voltage, a precise control is also necessary, thus, resulting in a challenging task when
targeting portable applications.

To demonstrate this approach under different real scenarios, an architecture is
developed employing components based on different technologies. That is, the afore-
mentioned TMNmodule with a dielectric resonator antenna based on glass-ceramics
operating at 1.9 and 5GHz, and a CMOS high voltage charge pump with digital
analog converter capable to overcome the integration constraint of high-voltage in
portable devices. This reconfigurable antenna module is complemented with a detec-
tor module based on directional coupler and RF Schottky diodes, and an embedded
FPGA in a wireless open-access research radio. The developedmethod to perform an
adaptive control of the varactors in a matching network was exemplary demonstrated
for a narrowband antenna. However, this approach can also be applied to other kind
of antennas, e.g. for compact tunable multiband antennas or the monopole antenna
employed in the wide tuning transceiver architecture.

The demonstrators, such as thewide tuning transceiver architecture, and the recon-
figurable antenna architecture have been developed within the framework of the
LOEWE2 research priority program Cocoon “Cooperative Sensor Communication”.
Furthermore, the results of this work are currently of special interest for development
of a dedicated research area.

2LOEWE: Landes-Offensive zur Entwicklung Wissenschaftlich-Oekonomischer Exzellenz.
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Potential for further development and refinement of the demonstrators has been
thoroughly identified by revising the characteristic of each component and the influ-
ence over the complete architectures. However, another major focus of examination
is the study in real time of different algorithms for hardware control, as well as to
enable a flexible platform that extends the characterization and testing themselves.
For example, in terms of digital and analog measures, considering other kind of
tunable components and agile devices with promising properties. Hence, further
special attention to the integration of the FPGA-WARP embedded module within
the presented architectures is required.

In conclusion, from a general perspective and considering the diverse topics
treated throughout this work, a significant understanding going from the theory and
conception up to the implementation, to turn current communication architectures
into efficient reconfigurable architectures has been acquired, demonstrated and dis-
cussed. Due to important achievements in diverse fields of technologies, from the
groundworks in material sciences to the development of novel components in the
area of microwave technology, a new era of autonomous wireless sensors, devices
and networks will enable the convergence and creation of ever-increasing smart air
interfaces.



www.manaraa.com

Appendix

A.1 Group Delay Considering the Excitation of Two
Cosinusoidal Responses

To investigate the influence of distortion in the phase of a component, the frequency
response of a filter is considered [1]. Hence, for an arbitrary filter its transfer function
can be expressed in terms of its zeros and poles as

H( jω) = |H( jω0)|e jθ(ω0) = H0�
M
i=1( jω − zi )

�N
i=1( jω − pi )

, (A.1)

where |H( jω0)| and θ(ω0) are the respectively amplitude and phase responses with
center frequency ω0.

Assuming an excitation composed by the sum of two cosinusoidal responses to
the filter input of the form

x(t) = A1 cos(ω0t) + A2 cos[(ω0 + �ω)t] (A.2)

with frequencies �ω � ω0, the filter output yields

y(t)= A1|H( jω0)| cos[ω0t + θ(ω0)]
+A2|H [ j (ω0 + �ω)]| cos[(ω0 + �ω)t + θ(ω0 + �ω)]. (A.3)

To express the change of the phase in terms of the frequency at ω0 and ω0 + �ω

terms, (A.3) is rearranged as

y(t) = A1|H( jω0)| cos
{
ω0

[
t + θ(ω0)

ω0

]}
+A2|H [ j (ω0 + �ω)]| cos

{
(ω0 + �ω)

[
t + θ(ω0+�ω)

ω0+�ω

]}
.

(A.4)
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Considering the definition of the derivative with respect to the center frequency [2]

∂θ(ω0)

∂ω0

∼= θ(ω0 + �ω) − θ(ω0)

�ω
, (A.5)

the phase shift with respect to the frequency change can be expressed as

θ(ω0 + �ω)

ω0 + �ω
=

(
θ(ω0)

ω0
+ �ω

ω0
· ∂θ(ω0)

∂ω0

) (
ω0

ω0 + �ω

)
. (A.6)

By applying a Taylor series expansion of the second term in (A.6) considering �ω
ω0

�
1, i.e. �ω0 becomes infinitesimally small compared to the operation frequency, the
expression can be reduced to

θ(ω0 + �ω)

ω0 + �ω
∼= θ(ω0)

ω0
+

(
∂θ(ω0)

∂ω0
− θ(ω0)

ω0

)
�ω

ω0
. (A.7)

Substituting expression (A.7) into (A.4), yields

y(t) = A1|H( jω0)| cos
{
ω0

[
t + θ(ω0)

ω0

]}
+ A2|H [ j (ω0 + �ω)]| cos

{
(ω0 + �ω)

[
t + θ(ω0)

ω0
+ τT

]}
,

(A.8)

where the overall delay τT in terms of the frequency change

τT = �ω

ω0
·
(

∂θ(ω0)

∂ω0
− θ(ω0)

ω0

)
(A.9)

includes the phase delay

τp = θ(ω0)

ω0
, (A.10)

and group delay

τg = ∂θ(ω0)

ω0
. (A.11)

A.2 Directional Coupler Four-Port Network

A directional coupler can be described based on the complex scattering parameters
matrix of a reciprocal four-port network in the following form:
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S =

⎛
⎜⎜⎜⎜⎝

S11 S12 S13 S14

S21 S22 S23 S24

S31 S32 S33 S34

S41 S42 S43 S44

⎞
⎟⎟⎟⎟⎠ . (A.12)

If a scenario takes into account the magnitude values of a symmetric directional
coupler with a coupling coefficient κ , the S-matrix can be defined as

|S| =

⎛
⎜⎜⎜⎜⎝

S11, min → 0 S12, max → 1 κ S41,min → 0

S21, max → 1 S22, min → 0 S32, min → 0 κ

κ S32, min → 0 S33, min → 0 S43,→ 1

S41, min → 0 κ S43,max → 1 S44,min → 0

⎞
⎟⎟⎟⎟⎠ . (A.13)

Quantities used to characterize a directional coupler [3]:

Coupling κ = 10 log P1
P3

dB

Isolation I = 10 log P1
P4

dB

Directivity D = 10 log P3
P4

dB

The coupling factor points out the fraction of the input power present at the coupled
port. The isolation is a measure to indicate the amount of delivered power to the
isolated port, in the ideal case no power is delivered. The directivity indicates the
level of isolation between the forward and backward waves.

A.3 Digital Analog Converter Static Performance

In a D/A converters two specifications evaluate the accuracy among analog values
that correspond to a given digital input.

The differential nonlinearity of transition n [4] can be described as

DNLn = Ai − Ii, (A.14)

where Ai is the actual increment height and Ii the ideal increment height at the
given transition. Once both, the offset and gain errors have been substracted, the
integral nonlinearity value can be obtained, i.e. the overall deviation from the original
response [5]. Therefore, it can be defined as

INLn = Incode − Refvalue, (A.15)
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Fig. A.1 Detailed block diagram of the detected voltage path from the outputs of the detector
module at ports 3 and 4 up to the input at the FPGA

where Incode is the output value for input code n and Refvalue represents the output
value of the reference line at the evaluated point [4].

A.4 Analog-to-Digital Conversion with Driver Stage

To perform analog-to-digital conversion, the employed 20-bit A/D converter
LTC2377 from manufacturer Linear Technology [6] requires a differential input
signal. And since the instrumentation amplifier INA116 from manufacturer Texas
Instruments [7] outputs a single-ended voltage signal, a so called driver stage is
necessary previous to the A/D converter. In this case, the IC LT6203 from Linear
Technology [8] is used as theA/D driver. FigureA.1 shows the implemented solution.

A.5 FPGA Voltage Translation for High-Voltage CMOS
D/A Converters

The FPGA embedded in the WARP Radio module outputs signals with 2.5V. This
voltage differs from the required −3.3V inputs of the CMOS high voltage D/A
converters to perform digital-to-analog conversion.
Generation of required voltage at inputs of high voltage D/A converter:

1. Translation from 2.5 to 3.3V employing the IC 74AVCH20T245 from manufac-
turer NXP [9].

2. Inversion of voltage level to obtain −3.3V using four LM324-N ICs quadruple
operational amplifiers from Texas Instruments [10] to cover the necessary 16-bit
of the HV CMOS D/A converters.

FigureA.2 describes the voltage translation from outputs at the FPGA down to high
voltage D/A converters.
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Fig. A.2 Detailed block diagram of the voltage conversion from the FPGA into the D/As. First,
voltage is translated to a 3.3V signal level, and then inverted to obtain the required −3.3V level by
the two 8-bit CMOS high voltage D/A converters

A.6 Integrated Circuits for Adaptive Control
with Detector Module

Description Component Package
A/D converter LTC2377-20 MSOP 16
A/D driver LT62023 SO 8
Voltage translator 74AVCH20T245 TSSOP 56
Operational amplifier LM324-N DIP 14
Instrumentation amplifier INA116 DIP 16
NR: Not required
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